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Editor’s Desk

Need for Sustainable & Socially Responsible Business Practices

In today's rapidly evolving business landscape, sustainable and socially
responsible business practices are no longer just buzzwords but
essential strategies for long-term success. These practices not only
address the growing consumer demand for ethical operations but also
contribute significantly to the overall health of our planet and society.

Sustainability in business encompasses a wide range of activities aimed
at reducing environmental impact. This includes minimizing waste,
lowering carbon emissions, and optimizing resource use. Companies
that adopt sustainable practices are often seen as forward-thinking and
responsible, which can enhance their reputation and customer loyalty.
For instance, businesses that implement energy-efficient technologies
or adopt renewable energy sources not only cut costs in the long run but
also playa pivotal role in combating climate change.

On the other hand, social responsibility involves a company's
commitment to ethical practices and contributing positively to the
communities in which they operate. This can include fair labor
practices, community engagement, and ensuring diversity and
inclusion within the workplace. By fostering a culture of fairness and
respect, businesses can attract and retain top talent, enhance employee
satisfaction, and create a more innovative and productive workforce.

The integration of sustainable and socially responsible practices often
leads to a symbiotic relationship where the benefits to society and the
environment also translate into tangible business advantages. For
instance, companies that prioritize sustainability often see increased
investor interest as more stakeholders seek to support enterprises that
align with their values. Similarly, socially responsible companies tend
to build stronger relationships with their customers and communities,
leading to greater brand loyalty and market share.

However, the journey towards sustainability and social responsibility is
not without its challenges. It requires significant investment, long-term
commitment, and sometimes a shift in corporate culture. Businesses
must also navigate the complexities of measuring and reporting their
impacts accurately and transparently. Yet, those that embrace these
challenges and lead with integrity can not only achieve competitive
advantage but also make a profound impact on the world.

In conclusion, sustainable and socially responsible business practices
are indispensable in today's world. They offer a pathway to resilience,
innovation, and ethical growth, ensuring that businesses can thrive
while contributing positively to society and the environment. As
consumers, investors, and regulatory bodies continue to raise their
expectations, the future belongs to those companies that prioritize
sustainability and social responsibility at the core of their operations.

Madhu Vijj
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EXPLORING THE FUTURE OF CUSTOMER-CENTRIC
BANKING: A COMPREHENSIVE EXAMINATION OF CHATBOT
SERVICE QUALITY AND DEVELOPMENT OF ADVANCED
CHATBOT INTERFACES FRAMEWORK FOR INDIAN BANKING

Poornima Kapadan Othayoth*, Shivi Khanna**

Purpose: This study investigates the role of customers in Indian Banks and their interaction with Chatbot services in a technology-driven
environment. Focusing on 586 Chatbot users, the research examines the impact of Chatbot Service Quality (CSQ) on Customer Loyalty
(CL) and explores the moderating role of Customer Value (CV), with Customer Satisfaction (CSAT) as a mediating factor.

Design/Methodology/Approach: Utilizing apurposive sampling method, data was collected from students, business owners, and
working professionals in Indian Banks. Structural equation modelling with SPSS AMOS was employed for data analysis.

Findings: The study finds a positive impact of Chatbot Service Quality on Customer Loyalty. Additionally, it identifies that Customer
Value moderates the association between Chatbot Service Quality and Customer Loyalty, with Customer Satisfaction playing a
significant mediatingrole.

Originality/Value: This study contributes original insights by relying on real-world data from Chatbot users. The proposed framework
serves as a practical tool for banks, offering valuable guidance for future research in the evolving landscape of technology-driven banking.

Keywords : Customer Loyalty, Customer Value, Service Quality, Chabot, Banking, Customer Satisfaction

JEL Code: M300, M310, M30

I. Introduction

In today's dynamic business environment, the banking
industry is undergoing a significant transformation driven by
technological advancements and changing consumer
expectations. With the advent of the Internet, corporations
worldwide are redefining their customer interaction
strategies, and the banking sector in India is no exception.
Over the past three decades, Indian banks have embraced
cutting-edge technology to deliver superior services, with a
particular emphasis on Artificial Intelligence (AI) and its
applications. Among these, Chatbots have emerged as crucial
tools in customer support, offering real-time assistance and
personalized interactions (Jun and Cai, 2001; Bruhin et al,,
2020).

Chatbots have seamlessly integrated into messaging
platforms, facilitating personalized services and enhancing
customer satisfaction. Several Indian banks have adopted
Chatbots into their operations. However, despite these
advancements, there remains a gap in meeting customer
expectations and delivering satisfactory value (Lahteenmaéki
and Natti, 2013). To address this gap, it is essential to
understand how customers perceive Al-enabled services like
Chatbots and how these services influence factors such as
loyalty, satisfaction, and value creation. Thus, this study aims

to explore the factors of Chatbot service quality that impact
customer loyalty, satisfaction, and value, and whether
customer value and satisfaction mediate the relationship
between Chatbot service quality and loyalty. By delving into
these research questions, this study seeks to enhance our
understanding of the dynamics within Chatbot services
offered by Indian banks and contribute to the broader
discourse on customer-centric approaches in the banking
industry.

II. Literature Review and Conceptual Framework

2.1 Chatbot Services

Information technology has become an indispensable tool
across various sectors, significantly impacting society's
functioning (Hardi et al., 2020). Among its many
applications, chatbots stand out as a remarkable innovation,
allowing for human-like interaction through natural
language processing (Shawar and Atwell, 2007). From their
humble beginnings with Eliza in the 1960s, chatbots have

*  School of Commerce Finance and Accountancy
CHRIST University, Bangalore, India

** School of Business and Management
CHRIST University, Bangalore, India
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evolved into sophisticated systems capable of handling
diverse queries by leveraging the power of recurrent neural
networks (RNN) (Le, 2015). As a result, they are increasingly
deployed to enhance operational efficiency and improve
customer service across industries (Gartner, 2019).The
extensive research conducted on chatbots delves into various
aspects, including user characteristics, usability, and
adoption rates (Park et al., 2012; Chung et al., 2020; Trivedi,
2019; Min Kyu and Heejun, 2019). Furthermore, studies
investigate consumer perceptions and acceptance levels
across different sectors, shedding light on factors influencing
adoption and continued usage (Meyer-Waarden et al., 2020;
Sanny et al., 2020; Nguyen, Chiu and Le, 2021).Despite the
wealth of research, empirical evidence regarding chatbot
interactions within the banking sector remains relatively
scarce. This gap prompts a focused examination of Chatbots
Service Quality (CSQ) in banking and its implications for
customer satisfaction and continued usage. Understanding
how CSQ influences customer perceptions and behaviors in
the banking context can provide valuable insights for
improving service delivery and enhancing customer
experiences. Thus, this study aims to address this knowledge
gap and contribute to the broader understanding of chatbot
adoption and effectiveness in the financial services industry.

2.2.Service Quality, and Customer Loyalty

In the competitive landscape of today's business world,
meeting customer needs and expectations is paramount for
organizations. Research indicates that Service Quality (SQ)
plays a crucial role in shaping customer satisfaction and
loyalty (Zaibaf et al., 2013). CSAT increases with perceived
SQ and vice versa. Satisfaction can be measured by a formula
(Pandey, 2012):

Perceived Service

Satisfaction = ————————
f: Expected Service

Delivery

Customer's Delight

2012)

=

Stratergy

Expectation

Customer Satisfaction

Several earlier studies have demonstrated the predictive
relationship between CSAT and SQ (Bolton and Drew, 1991;
Wang and Shieh, 2006; Chenet et al., 1999; Boulding et al.,
1993; Sweeney et al., 1999). Additionally, it has been
established that CSAT influences SQ (Parasuraman et al.,

Fig i ~-CSAT(Pandey, C,

1988). Customer Loyalty (CL), characterized by a strong
commitment to repurchase a product or service despite
external influences, is a focus for companies aiming to
cultivate satisfied and dedicated customers (Kuzniecova et
al,, 2013).

Perceived SQ significantly impacts customer loyalty, as
satisfied customers are more likely to favor the provider and
exhibit loyalty (Akbar and Parvez, 2009). Studies have shown
that CSAT, employee loyalty, and SQ positively influence CL,
especially in high-contact service industries (Yee, Yeung and
Cheng, 2011). Moreover, research has explored the
relationship between perceived SQ, CSAT, and CL in various
contexts, such as the banking sector in Saudi Arabia (Otaibi
and Yasmeen, 2014; Omoregie et al., 2019; Leninkumar,
2017).

CSAT and CL are strongly correlated, with satisfied
customers more inclined to exhibit loyalty and make rational
decisions, minimizing business risk (Fida et al., 2020).
Satisfaction serves as the bedrock for loyalty (Munari et al.,
2013). Furthermore, studies have shown that CSAT partially
mediates the relationship between SQ and CL, with assurance
and empathy playing significant roles (Chodzaza and
Gombachika, 2013; Kuzniecova et al., 2013).Hence, the
present study hypothesizes that:

H, CSQ of the Banks has a significant influence on CL

H, CSAT mediates the relationship between the CSQ of the
Bankand CL

Customer Satisfaction acts as a mediator in the connection
between the Chatbot Service Quality (CSQ) of the Bank and
Customer Loyalty (CL)

2.3. Customer Value and Service Quality:

Woodruft (1997) posits that Customer Value (CV) is a
fundamental source of competitive advantage (Hapsari et al.,
2016), emphasizing the importance of customer-centric
approaches in industries like banking. Customer Perceived
Value (CPV) (Zameer et al., 2014). When customers perceive
that a company values them, they tend to exhibit loyalty. CPV
serves as a metric for evaluating organizations' effectiveness
and efficiency in service delivery and cost management.
While Service Quality (SQ) aims to efficiently deliver
standardized service components, understanding CPV is
crucial. However, there's a complex relationship between CV
and SQ; higher service quality doesn't always translate to
higher perceived value, as customers may not uniformly

JIMS 8M July-September, 2024



perceive value in the same level of service. In the banking
industry, customer involvement, perceived quality, and
perceived value significantly influence Customer Satisfaction
(CSAT) (Hapsari et al., 2016). SQ, CV, and CSAT are
interconnected and strategically important in retail banking
(Pisnik, 2010). Perceived value strongly correlates with
satisfaction (Malik, 2012).CSAT and perceived value impact
Customer Loyalty (CL), even before being influenced by e-
service quality (Kuo et al, 2011). High perceived value
enhances the relationship between CL and CSAT, indicating a
significant moderating effect of perceived value on the link
between satisfaction and loyalty. This moderation suggests a
favorable effect on the relationship between CL and
satisfaction. Thus, the present study hypothesizes:

H3: Customer Value moderates the relationship between
Chatbot Service Quality (CSQ) and Customer Loyalty (CL) in
Banks.

II1. Conceptual Model

Figure 2 presents the research model used in this study,
showing the relationships among constructs. Customer
Loyalty (CL) is the Dependent Variable, with Customer Value
(CV) as the Moderator and Customer Satisfaction (CSAT) as
the Mediating Variable. The Independent Variable of interest
is Chatbot Service Quality, comprising seven dimensions:
Human-Collaboration (HC), Cultural Adaptation (CA),
Continuous Improvement (CI), Human-Like (HL),
Personalization (PERS), Semantic Understanding (SEM),
and Efficiency (EFFY). This model provides a comprehensive
framework for understanding how Chatbot Service Quality
influences CL, considering CSAT and CV.

Ha
S Chatbot Service
? Quality Customer Loyalty

Figure ii: Conceptual Model

IV. Methodology

A quantitative research approach was employed to
accomplish this goal, explicitly utilizing a descriptive and
causal-effect research method. The participants for this

research consisted of students, working professionals, and
business owners of Indian banking. The target population for
data collection comprised individuals above 18 with chatbot-
using experience in banking. A total of 586 samples
participated in the survey. The purposive sampling technique
was employed to ensure the inclusion of diverse respondents.
The AISQC scale, developed by (Chen et al., 2022), was
employed to measure CSQ.CSAT was measured using the
American CSAT scale introduced by (Fornell et al., 1996).
The measurement scale for CV was adapted from a study by
(Shamdasani et al., 2011). Participants were asked to rate
their level of agreement or disagreement with each statement
on a five-point Likert scale based on their personal
experiences and perspectives.

V. Data Analysis

The gathered data underwent analysis using statistical
software such as SPSS and AMOS. The analysis involved
employing Structural Equation Modelling (SEM) to test the
hypotheses proposed. The study incorporates second-order
factors, namely Semantic Understanding (SEM), Cultural
Adaptation (CA), Human-Like (HL), Continuous
Improvement (CI), Human-Collaboration (HC), Efficiency
(EFFY), and Personalization (PERS) which act as , as
dimensions CSQ. These factors are integrated with CL's
endogenous variable, with CSAT acting as the mediating
variable and CV as the moderator.
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Figure iv: Chatbot service
quality seven correlated with
the first-order factor

Figure iii: Chatbot service
quality one order factor
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Figure v: Second order factor for CSQ

Table 1. Summary of model fit indices of CSQ

Fit -Indices | One first - Seven correlated Second-order
orderfactor | first-order factors | factor for CSQ
for CSQ (1) for CSQ (2) 3)
CMIN 3980.411 991.038 1125.131
DF 432 410 423
CMIN/DF 9.214 2417 2.660
CFI 0.658 0.944 0.932
SRMR 0.091 0.040 0.055
RMSEA 0.118 0.049 0.053
PCLOSE 0.000 0.637 0.081

The result of model fitindices of (1) for CSQ is shown in Table
1. Goodness-of-fit and incremental indices are required for
integrating CSQ second-order SQ factors into dependent
variables (Nunkoo et al., 2017). The model fit for the first-
order factor for CSQ has the weakest model fit while (1)
correlated for CSQ and the (2) for CSQ had an acceptable
model. The model fit measures for the first order factor
correlated for CSQ are CFI =0.94; RMSEA =0.049; SRMR
=0.040; CMIN/DF =2.417. The model fit measurement for
the second order factor for CSQ is CFI =0.932; RMSEA=
0.053; SRMR = 0.055; CMIN/DF= 2.660. Thus the model can
be integrated with the dependent variable.
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Figure vi: Overall Measurement Model

Figure 6 represents the overall or comprehensive
measurement model of the second-order factor of the CSQ
model integrated with CSAT, CL, trust, and CV was further
tested for its validity and composite reliability.

Variables Standardized | CR. A.VE
Loading

Service Quality (SQ.) 0.921 | .628

SEM 722

HC. 754

HL. 723

CI .856

PERS .894

CA. .696

EFFY .875

Customer satisfaction 0.792 | .591

(CS represent

customer satisfaction)

CS1 .661

CS2 745

CS3 .636

CS4 .643

CS5 .601

Customer Value 0.756 | .437

CV1 .650

CV2 .637

CV3 .730

CVv4 .622

Customer Loyalty 797 | 440

CL1 .686

CL2 .676

CL3 .685

CL4 .659

CL5 .609
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Table 2 presents the comprehensive measurement model's
composite reliability and convergent validity. Firstly, the
Confirmatory Factor Analysis (CFA) demonstrates no
negative loadings. Secondly, a significant proportion of the
items exhibit loadings exceeding 0.6, indicating strong
convergent validity”. According to (Chen et al., 2005), the
standardized path should be at least 0.20 and ideally above
0.30 to be considered meaningful for discussion. Hence, all
the items are considered more significant than 0.30. The
Composite Reliability (CR) of the overall model is more than
0.7 (Hair et al., 2006), and the Average Variance
Extracted(AVE) is less than 0.5.If the AVE is below 0.5 and
the Composite Reliability (CR) exceeds 0.7, it is considered
acceptable for the constructs to converge (Fornell and
Larcker, 1981).

Table 3. Discriminant Validity:
Heterotrait-Monotraits (HTMT) criterion

Heterotrait-Monotraits Ratio of Correlation
SQ CL CcvV CSAT

SQ 1

CL 0.583 1

Ccv 0.798 0.627 1

CSAT 0.744 0.733 0.786 1

Heterotrait-Monotraits Ratio of Correlation was used to
determine the discriminant validity of the entire model
(HTMT). Table 3 illustrates HTMT in which the requirement
for discriminant validity was met. HTMT. In a study by
(Henseler et.al, 2015), they utilized a Monte Carlo simulation
analysis to showcase enhanced performance of the method.
The findings revealed significantly higher specificity and
sensitivity rates (97% to 99%) compared to the cross-loadings
criterion (0.00%).

Table 4. Model fitness of the overall model

CMIN | DF | CMIN/DF | CFI | SRMR | RMSEA | P CLOSE

2146.080 | 923 | 2.325 0.912 | 0.053 | 0.048 0.940

Table 4 represents The model fit indices for the overall model
in which the exogenous variable (CSQ - CSQ) integrates the
endogenous variable (CL), moderating variable (CV) and
mediating variable (trust) (CFI =0.912; RMSEA =00.048;
SRMR =0.053; CMIN/DF=2.325) which is the acceptable
model fit measure.

Table 5. Summary of the effect of CSQ on CL

Constructs | Standardized | SE. CR. | P Value
Estimates
CcSQ CL .553 0.84 8.86 0.000

®

HEERE,

Fig. vii. Effect of CSQ on CL

As predicted the hypotheses H1 of this study were supported
and accepted. Table 5 shows the summary of hypothesis
testing. The result of structural equation modeling provides a
statistically significant relationship between CSQ and CL and
indicates that the SQ of Chatbots services significantly
influences CL (B =.553; SE =0.84; p =0.000). The result shows
that there is a positive influence on CL. The squared multiple
correlation value 0.306 depicts that the model explains 30.6%
ofthe variancein CL.

Table 6. Summary of Mediating Analysis

Relationship | Total | Direct | Indirect | Confidence
effect | effect | effect interval
Lower  Upper
Bond Bond
CSQ-CS-CL | 0.888 | 0202 | 0.686 0482  0.926
P value 0.002 0.63 0.003

Fig.viii. Mediating Effect
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This study identifies the mediating role of CSAT in the
relationship between CSQ (IV) and CL (DV) (Baron,R. M., &
Kenny, 1986) the method was followed for mediation
analysis.It can be observed from the table that the result
indicates that there is a positive and significant indirect effect
of CSQ on CL (P =0.686 p=0.003). In the indirect test of CSQ
to CL through CSAT, the lower bound confident interval is
0.482, and the upper bound is 0.926. This shows a significant
indirect effect since there is no zero between the upper and
lower bound confidence intervals.The direct influence of
Chatbot Service Quality (CSQ) on Customer Loyalty (CL) is
statistically insignificant in the presence of a mediator (p =
.202,p =0.063). Therefore, Customer Satisfaction (CSAT) isa
complete mediator, enhancing and mediating the
relationship between CSQand CL.

Table 7. Moderation analysis summary

Relationship Beta CR. P value
CSQ--Cv -0.239 -1.827 0.000
CL--SQ_CV 0.159 7.041 0.000

®

®

®

®

@

1)
) e B2,
OO ®

s
9

€3

S

3

s e
‘.9 L @
h o
s -

& 3 9
£ .

ST

Fig. ix: Moderation effect

This study aims to recognize CV as a moderator in the
relationship between SQ and CL. The results demonstrate a
meaningful and favorable moderating effect of CV on the
relationship between CSQ and CL. Thus, H3 is accepted. The
moderation summary analysis is presented in Table 7.
Accordingto research, a firm can attain higher levels of CSAT,
CL, and performance results if they provide standard
perceived SQ and value (Pisnik, 2010).

Fig. x : Advanced Chatbot Interfaces Framework

Chatber

Framework Security and

privacy
measures
I I Bank
£ T— API
Large Language “":;:m';’l:‘:‘“ Converter
Model
tagic
3 Chat System Hank System

User Experience Enhancement
Service Expansion

Financial Education
Transaction Security
Personalized Recommendations
Customer Support Integration
Social

and Cultural Integration
Feedback Mechanism
Reguiatory compliance
Integration with Financial APIs
User Onboarding and Tutorials
Accessibility Features

Marketing and Promotions

Figure x represents the advanced chatbot framework. The
chatbot will feature a user-friendly interface, granting
customers easy access to a wide array of banking services.
Within the chat system, the chatbot framework receives and
interprets user responses, while also managing subsequent
interactions. Once a message is received from the customer, it
is forwarded to an advanced large language model, equipped
with human-like understanding capabilities. This model
carefully analyzes the message's content and interaction
patterns to accurately discern the customer's needs.
Subsequently, the large language model contextualizes the
message, making it compatible with the conversational flow
and logic stored within the system. Upon reaching this stage,
the chat system utilizes its advanced features to match the
customer's request. If a match is found, the response is
transmitted to the bank system, where stringent security
measures safeguard user data and ensure compliance with
banking regulations. Intermediary converters play a crucial
role here, translating chat inputs into API requests and
relaying the bank system's responses back to the user. Once
the bank system processes the request, the response is routed
back to the chat system. Here, the large language model
converts the message into human-readable language, which
is then released through the chatbot framework.
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Fig xi . Conversational flow and Logic flowchart

After implementation of large Language Model into chatbot
interface, the following advanced features can be inculcated.
Figure xi will represent the diagram which shows all the
advanced features of chatbot services in banking in the form
of diagram for better understanding of readers. The
suggestion for the advanced features are as follows:

Service Expansion:

Expanding the chatbot's services involves integrating with
the Bharat Bill Payment System (BBPS) for comprehensive
utility bill payments. Additionally, including insurance-
related information and tax assistance broadens its utility.
This multifaceted approach not only facilitates seamless bill
payments but also offers valuable insights in insurance and
tax domains, enhancing overall user experience.

Financial Education:

Providing educational content on financial literacy,
investment strategies, and budgeting empowers users to
make informed financial decisions. Integration with mutual
fund APIs broadens investment options, making the chatbot
a comprehensive resource for financial education and
guidance.

Transaction Security: Implementing Two-Factor
Authentication (2FA) and robust fraud detection
mechanisms enhances data protection and user trust. These
security features safeguard user transactions, ensuring a

secure and reliable experience.

Personalised Recommendation: Leveraging artificial
intelligence for personalized recommendations and
integrating features for setting savings goals empowers users
in financial planning. Including a credit score monitoring
feature further enhances users' financial well-being.

Customer Support Integration: Seamless integration with
customer support systems and real-time assistance features
ensure prompt issue resolution and enhance user experience.
Instant loan assistance simplifies the loan application process
for users.

Government Schemes Integration: Regular updates on
government-sponsored financial schemes and assistance in
the application process promote financial inclusion and
empowerment among users.

Social and Cultural Integration: Incorporating festive
promotions and ensuring cultural understanding in
responses fosters user engagement and relevance.

Regulatory Compliance: Adhering to regulatory standards
and ensuring data protection through regular audits and
privacy management features establishes a secure
environment for users.

Integration with Financial APIs: Exploring integration with
third-party financial APIs enhances functionality and
expands user offerings, aligning with India's transaction
methodslike UPI

User On boarding and Tutorials: Facilitating user on
boarding with tutorials and educational content on financial
literacy ensures a smooth introduction and enhances user
confidence.

Personal Finance Management: Incorporating features for
personal finance management, such as expense tracking and
savings goals, supports users' financial well-being.

Marketing and Promotions: Integrating promotional
campaigns informs users about new features and services,
enhancing communication and engagement.

VI. Discussion and conclusion

The banking industry is undergoing a significant
transformation with the rise of Chatbot services, yet it is
crucial for banks to understand how customers perceive
these services within their unique contexts. Recognizing the

10
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pivotal role of Chatbots in the value-creation process and
their impact on Customer Satisfaction (CSAT) levels is
imperative as Chatbot technology continues to evolve as a
dominant trend in service delivery. Despite the increasing
digitalization efforts by banks, there's often a gap in fully
comprehending customers' activities, preferences, and
everyday habits in the digital realm. This study adopts a
customer-centered approach, focusing on Chatbots in Indian
banking, aiming to gain insights into CSAT with regards to
service quality and how customer value is achieved through
Chatbot interactions. Taking a customer-centric perspective
allows banks to grasp customers' attitudes and satisfaction
levels with Chatbots, enabling them to tailor strategies and
operations to enhance Chatbot service quality and align with
customer expectations. Identifying key factors such as
Human-Collaboration, Cultural Adaptation, Continuous
Improvement, Human-Like interaction, Personalization,
Semantic Understanding, and Efficiency contributing to
CSAT with Chatbots helps prioritize areas for improvement
and guides investments in enhancing these dimensions of
Chatbot Service Quality (CSQ).

Moreover, the study underscores the importance of
delivering value to customers through Chatbot services.
Banks can leverage insights to identify aspects of Chatbot
services that create value, such as personalized interactions
and efficient problem-solving. Furthermore, aligning
strategies and operations with customer preferences and
behaviors is crucial. Understanding customer needs, habits,
and lifestyles empowers banks to design user-friendly
Chatbot services that seamlessly integrate into customers'
everyday routines. By aligning with customer preferences,
banks can enhance user experience and strengthen their
position in the competitive banking landscape.

VII. Future Scope of the Study

Future research in Al-enabled customer services in the
banking industry should focus on several key areas. This
article acknowledges Customer Value (CV) as a moderating
factor and Customer Satisfaction (CSAT) as a mediating
factor in the relationship between Chatbot Service Quality
(CSQ) and Customer Loyalty (CL). Subsequent research
could delve deeper into the specific dimensions of CV and
CSAT influenced by CSQ and their impacts on CL and long-
term relationships with banks.

Firstly, future research can explore how customers perceive
and interact with Al-enabled services, particularly Chatbots.
This could involve studying factors like trust, acceptance, and

ease of use of Al-based customer services, providing insights
for banks to enhance service quality. Secondly, comparative
analyses across different banking industries and regions can
offer insights into diverse contexts. Comparing customer
perceptions, service quality, and outcomes across countries
can broaden understanding of the effectiveness of AI-
enabled customer services in varied cultural and economic
settings.

Long-term effects on CL and integration of Al-enabled
services with other channels should be investigated, tracking
customer behaviors and satisfaction levels over time and
analyzing the sustained impact of Chatbot services on
customer relationships. Additionally, ethical considerations
in Al-enabled customer services, such as privacy, data
security, and responsible Al algorithm use, must be explored
to foster trustand confidence in these services.
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Purpose: The increasing popularity of blockchain technology has garnered considerable attention within the banking sector, leading to a
surge in research and implementation efforts. This study explores the current academic literature on blockchain implementation within
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I. Introduction

Technology plays a crucial and indispensable part in the
contemporary business landscape. Internet banking,
financial technology (Fintech), and prepaid payment
instruments (PPI) have emerged as significant solutions to
address the prevailing business dynamics within the banking
and financial sectors. With the advent of Internet banking,
many issues, such as high transaction fees, double spending,
fraud and account hacking, economic crises, and crashes,
have also been experienced by the industry. Blockchain
technology (BCT) has been gaining popularity over the years,
and many banks are particularly interested in adopting this
technology. Blockchain is an open digital ledger with a chain
of decentralized transactions; it is a distributed ledger
controlled by all the participants, enabling them to form a
trustworthy ledger. The origin of the blockchain idea was
given by Nakamoto in 2008 (Thakur & Kilkarni, 2017).
Blockchain technology uses an open digital ledger with a
chain of decentralized transactions. It is a distributed public
ledger controlled by all the participants, which enables them
to forma trustworthyledger (Lemieux, 2016).

Scholars have assessed the advantages and difficulties
associated with BCT and its implementation across several
scholarly fields, encompassing quantitative and qualitative
finance contributions. Nevertheless, a notable gap exists in
the extant academic literature regarding the synthesis of
literature pertaining to the implementation of this concept,

particularly within the domain of the banking sector.
Considering this background, the present study endeavored
to fill this gap by undertaking a comprehensive review and
conducting a thematic analysis. Moreover, this study
distinguishes itself from previous studies in two distinct
ways. The study employs a comprehensive methodology to
discern emerging prevailing themes in blockchain
technology and banking. Additionally, it analyses the current
research trends and advancements concerning the
applications of blockchain in the selected domain of the
research. Furthermore, this study provides a thorough
framework for future research that researchers could utilize
in their subsequent research pursuits.

II. Literature Review

The banking industry has witnessed a transformation of its
historical phases to the different banking models (Mishra,
2019, 2023) in the era of globalization. Banks have
demonstrated a proactive approach to leveraging technology
to improve client satisfaction and operational efficiency, and
they are currently exploring blockchain technology that
could revolutionize the financial sector (Garg et al., 2023).
During the early development of Blockchain, it was treated as
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arecord-keeping technology with high integrity and security
(Lemieux, 2016). Subsequently, it is proven as a technology
for storing transactions in a decentralized manner, with high
transparency and monitoring logistics to intelligent contracts
(Kim et al., 2018; Wang et al., 2018). The trend of this
technology is beyond cryptocurrency payments; it could
enable decentralized applications without intermediaries
(Taylor et al., 2020). Although BCT has numerous
advantages, it has challenges, including storage capacity,
scalability, security, anonymity, data privacy, smart contracts,
legal issues, consensus, widespread adoption, and energy
consumption (Reynaetal.,2018).

There appears to be many research publications on
blockchain applications in various domains. Nevertheless,
the focus of the study centers around cryptocurrencies, witha
predominant emphasis on bitcoin analysis (Corbet et al.,
2019) within the broader realm of BCT. While
cryptocurrencies brought blockchain technology to the
public's notice, it has many additional applications
(Treleaven et al., 2017). BCT can potentially enable large-
scale applications in banking and associated industries; the
comprehensive integration of blockchain and fintech will
remain an intriguing study area (Xu et al., 2019).
Significantly, financial innovations have ushered in a new era
in the field of finance, with BCT playing a crucial role in these
transitions (Osmani et al., 2020). BCT will help reduce the
number of intermediaries, improve transaction speed, and
reduce the time spent processing transactions (Ramchandra
etal.,2022; Chengetal. 2021), thus improving efficiency.

In the studies above, scholars have examined blockchain
technology's potential and anticipated advantages in the
banking sector. Furthermore, the researchers have
undertaken literature reviews of blockchain technology in
several domains, such as cyber security (Taylor et al., 2020),
management (Tandon et al., 2021), accounting (Lardo et al.,
2022), including in the area of finance (Pal et al., 2021).
However, the scholarly exploration of blockchain in banking
hasbeen limited to the best of the author's knowledge. Hence,
given the significance of applying blockchain technology in
the banking sector, this study aims to undertake a novel
synthesis of scholarly literature to offer a comprehensive
summary of existing research, identify key themes, and
suggest potential areas for future research. This study thus
presents the subsequent research questions (RQs) to fulfill
the study's objective.

RQI: What are the publication trends in the blockchain and

bankingarea?

RQ2: What are the most prominent themes that have become
apparent in blockchain technology and banking?

RQ3: What are the potential future directions for research
into blockchain applications in banking?

III. Research Methodology

This study uses bibliometric analysis to review and evaluate
the existing literature on blockchain applications in the
banking sector. This technique is gaining significant
influence due to its capacity to anticipate trends within
specific domains (Li & Hasnah Hassan, 2023). Furthermore,
this approach facilitates a comprehensive comprehension of
the discipline by discerning the key areas that have received
considerable focus and assessing their attributes and
influence (Monteiro etal., 2021). For the intended review, the
Scopus database was selected due to its usefulness in
conducting the review, as highlighted by several studies
(Sardana & Singhania, 2022; Roy & Banerjee, 2022; Kamath
et al,, 2022). The literature search was conducted using an
appropriate mix of keywords to gather the appropriate data.
The subsequent stage involves the application of inclusion
and exclusion criteria to identify publications that are
pertinent to the field of Blockchain and banking. Figure 1
shows the approach utilized to implement the data-collecting
procedure on August 17, 2023. Moreover, this research
employs a bibliometric approach to unveil trends, progress,
and thematic domains of interest in blockchain and banking
literature. We utilized the “Bibliometrix package” (Aria &
Cuccurullo, 2017) and VOS Viewer in this investigation.

{ Literature search with the keyword “blockchain™ in the Scopus database: 48886 documents ]

|

[ Literature in the banking domain with keywords “blockchain” and “bank” or “banking”: 1700 documents. ]

I

Inclusion and exclusion criteria applied to extract studies relevant to the selected domain of the research: \‘

+  Subject area - Business Management & Accounting: 408 documents \

+  Document type - Artide: 175 documents ‘

+  Source type - Journal: 174 documents }

+  Language - English: 169 — Selected for analysis and review j‘
.

Figure 1 Data collection procedure of blockchain and banking literature
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IV. Data Findings & Discussion

1.1. Evolution of Blockchain and Banking Literature Over
the Years

The concept of Blockchain was initially introduced in 2007,
and research about its practical implementation gained
popularity at a later stage. For instance, we have used the
default selection for the publication period, indicating that
publications in the banking domain have experienced a surge
in popularity since 2017. Based on the selected scholarly
literature, Figure 2 displays the publication trends in
Blockchain and banking, specifically regarding the annual
count of published studies. The analysis of publishing
patterns demonstrates a steady increase in publications from
2017 onwards. The year 2023 exhibits the most substantial
volume of scientific output; however, this figure may be
understated due to the data-gathering process conducted on
September 9, 2023. Moreover, the analysis reveals that the
utilization of blockchain technology in the banking sector is
experiencing an upward trend.

Articles
42

.

2017 2018 2019 2020 2021 2022 2023

Figure 2 Research articles annually published over the years

1.2. Influential sources and documents analysis

The scholarly evaluation of the evolution of BCT and its use in
the banking industry has shown that this area has advanced
consistently over time. To illustrate the significance of
publication sources, we analyzed the data to present the most
prominent sources, sorted based on the number of
documents published within the designated study period.
The use of BCT in the banking sector has been covered in
studies published in many academic journals. Figure 3
displays the top 10 most prominent publication outlets
(journals), including the number of scientific publications

and the total count of citations, to demonstrate their
significance within the chosen field of investigation. The
journal “Transactions on Engineering Management” has
demonstrated high productivity, publishing 8 papers. The
journal “Technological Forecasting and Social Change” has
been identified as the most significant source based on its
substantial number of citations (479).

IEEE Transactions on Engineering Management &8 216
International Journal of Recent Technology and... e — 12
International Journal of Scentific and Technology... == 71
Journal of Payments Strategy and Systems

Technological Forecasting and Social Change @ 479
Research in International Business and Finance S 28

Technology Analysis and Strategic Management EEE 78

Financial Innovation BB 98

International Journal of Production Research B 98
Finance: Theory and Practice == 20

HArticles & Citations
Figure 3 Most Influential Publication Sources

We augment our analysis by examining publications with the
maximum number of citations to visualize the influence
within the selected domains. Table 1 compiles the most often
cited documents with their respective publication sources.
Numerous scholarly authors have extensively examined
various crucial facets of using BCT within the banking sector;
for instance, intermediaries such as banks stand to gain
advantages in terms of trust and security benefits through
implementing blockchain technology (Min, 2019). Also, the
capabilities of BCT have undergone significant development,
resulting in a wide range of domains, including those in
banking (Dai & Vasarhelyi, 2017; Du et al., 2020). According
to Chang et al. (2020), although BCT can transform financial
and commercial infrastructure, financial services should
utilize it in the long run to grow their operations. Similarly,
Mehar et al. (2019) highlighted that financial service
businesses are driven to implement blockchain technology
due to several significant factors, including cost reduction,
security, convenience, and efficiency.

Table 1 Most influential documents in blockchain
and banking literature

Title and Authors Sources | Citations
“Blockchain technology for Business 416
enhancing supply chain Horizons
resilience” (Min, 2019)
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Title and Authors Sources |Citations
“Toward Blockchain-Based Journal of 343
Accounting and Assurance” (Dai | Information
& Vasarhelyi, 2017) Systems

“How Blockchain can impact Technological | 199

financial services — The overview, | forecasting

challenges and recommendations Sanfil

from expert interviewees” Cl?:llqa .

(Chang et al., 2020) 6

“Supply Chain Finance IEE,E 143
. . > Transactions on

Innovation Using Blockchain Engineering

(Du et al., 2020) Management

“Understanding a Revolutionary Journal 141

and Flawed Grand Experiment in | of Cases on

Blockchain: The DAO Attack” Information

(Mehar et al., 2019) Technology

“Cryptocurrencies and Journal of 118

Business Ethics”, (Dierksmeier & B}Lils}ilpess

Seele, 2016) 1cs

“Blockchain entrepreneurship Business 115
Horizons

opportunity in the practices of
the unbanked” (Larios-
Hernandez, 2017)

“Blockchain technology and Technological 110

startup financing: A transaction Forecasting

cost economics perspective’, and Social

(Ahluwalia et al., 2020) Change

“The transition from traditional Financial 89
Innovation

banking to mobile internet
finance: an organisational
innovation perspective - a
comparative study of Citibank

security, and accountability, and facilitating reduced
transaction costs (Larios-Herndndez, 2017). Moreover,
according to Ahluwalia et al. (2020), BCT in banks enables
the expeditious transfer of funds without intermediaries,
which helps reduce transactional costs and mitigate
uncertainty by reducing the time to execute the transaction.
Technological advancements, including BCT and other
financial technologies, have significantly transformed
conventional commercial banks. Moreover, using BCT can
potentially reshape the structural framework of commercial
banks (Chen et al., 2017). Garg et al. (2021) assert that
implementing BCT in banking can improve the quality of
customer services, lower costs, eliminate intermediaries, and
foster operational efficiency. These studies have examined the
possible advantages of using blockchain technology in
banking. These benefits encompass enhanced security
measures, improved operational efficiency, reduced costs,
increased accountability, eliminating intermediaries, and
quality customer service.

1.3. Country's citations and scientific production

To enhance the scope of our study, we analyzed the countries
with the highest levels of scientific productivity and influence
based on the number of scientific documents and total
citation counts, respectively. Table 2 presents a
comprehensive overview of countries with high productivity
levels and influence in blockchain and banking literature. The
analysis reveals that the body of knowledge attracted authors
from developing and developed countries. India tops the list
regarding the number of scientific productions with 90
articles, whereas the United Kingdom tops the list regarding
the highest citations (427).

Table 2 Most productive and most cited
countries in blockchain and banking literature

and ICBC” (Chen et al., 2017) Country Article Country Citations

“Measuring the perceived benefits | Technological 84 India 20 United Kingdom 427

of implementing blockchain Forecasti.ng China 61 China 398

technology in the banking sector’, aI(lj(iSoaal USA 42 Germany 186

(Gargetal,, 2021) ange United Kingdom 33 Mexico 110
Source: Authors compilation Ukraine 24 USA 76

Italy 17 France 67
Cryptocurrencies, known for their decentralized nature, are Germany 14 India 60
frequently seen as a possible challenge or alternative to the France 12 Ttaly 57
traditional centralized banking system (Dierksmeier & Seele, Malavsia B Qatar 54
2016). Notably, utilizing blockchain technology could offer : y.
. . . Nigeria 10 Hong Kong 41
various advantages, such as improving transparency, -
Source: Authors compilation
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1.4. Conceptual structure based on blockchain and
banking literature

We employed keyword co-occurrence and thematic analysis
to identify conceptual structures based on the blockchain and
banking literature. Figure 4, generated using the VOS Viewer,
illustrates the frequently used keywords in the literature on
Blockchain and banking. The most frequently used keywords
in scholarly literature encompass Blockchain,
cryptocurrency, fintech, bitcoin, and banking, each
appearing in over ten occurrences. The analysis was
conducted by choosing co-occurrences of all the keywords
and using the complete counting method. The threshold for
visualization, as determined by the minimum number of
occurrences of keywords, is set at 5. Of 860 keywords, 29
satisfy this criterion and are therefore eligible for
visualization, as depicted in Figure 4.

smart @eatiact

cagts  Investinents digitalization

supplyihains

aecengalised
EET 13 L digital @urrency

SUpply-chaingnanagement

btc*ain
»

botling

@ cryptaguirency

fingc St tedger

dhigital @onking

eontral bank digital curronc ¥
technology adapti ong

tachnslogy financi alservic o5

innosation

Figure 4 Conceptual structure based on blockchain and banking literature.

Five distinct clusters were discovered through the analysis.
The initial cluster with 10 items, distinguished by the
prominent keyword “blockchain” having the highest
frequency (126) and the strongest link strength (217) within
the body of literature, has been discovered. Based on the
frequency of the keyword occurrences 5 different clusters
have been identified (figure 3) “blockchain (12 keywords),
“cryptocurrency (5 keywords)”, “banking (5 keywords)”, and
“fintech (5 keywords)” and “financial inclusion (2 keywords).

The thematic map (figure 5) has been constructed employing
the “bibliometrics” tool, with consideration given to the
relevance and progression of themes (Kamath et al., 2022) as
indicated by the authors' keywords. The themes in the top
right quadrant (Figure 5) are identified as motor themes
exhibiting both high centrality and high density, indicating

their significance and extensive development in blockchain
and banking literature. Nine clusters have emerged in the
different quadrants of the thematic map, enabling us to
review the related literature to comprehend the responses to
the proposed second and third research questions (RQ2 &
RQ3). The central focus of these driving themes revolved
around applying blockchain technology in the banking
sector to enhance operational efficiency. For example, BCT
can assist banks in identifying instances where the agreed-
upon covenant is breached by actively looking into the smart
contract execution to ensure adherence to regulations (Dai &
Vasarhelyi, 2017).

Moreover, it can also facilitate improved decision-making
within the banking sector by utilizing transparent, tamper-
proof, and legitimate data (Tian et al., 2020). Tokenization,
facilitated by blockchain technology, can significantly disrupt
numerous operations across various disciplines, including
banking and digital transactions (Ahluwalia et al., 2020).
Significantly, (Raddatz et al., 2021) found that consumers'
acceptance of conventional banking presents an important
obstacle to fully harnessing the advantages of implementing
blockchain technology in the banking sector.

smart contracts
innavation
authentication
covith19

fintech-

Dawtaprmant dugron
[Densty)

bleckchain

supply chain finance
technal adoption P
ogy adapl P

L3

payments

Relevance degiee
(Cantrsiity)

Figure 5 Key themes based on the author's keywords

Implementing BCT has positively impacted the banking
sector's cost reduction and operational efficiency (Dozier &
Montgomery, 2020). The potential benefits of BCT include
enhanced data protection, expedited resolution, and
streamlined automation leading to cost reduction. Also, open
banking should consider utilizing payment mechanisms
facilitated by Blockchain (Rjoub etal., 2023).

The literature delves into several facets under the core theme,
such as trust and security (Min, 2019), cost reduction,
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security, and efliciency (Mehar et al., 2019; Mishra &
Kaushik, 2021; Kumar & Devi, 2022). Furthermore, the
themes that exhibit lower levels of density and centrality
encompass the themes of “payments”, “technology adoption”,
and “supply chain finance”. Significantly, utilizing blockchain
technology effectively mitigates trust-related concerns
within the domain of supply chain financing (Du et al., 2020;
Liuetal., 2021). Using Blockchain, integrating real-time data
between banks and the agriculture industry can improve
credit ratings, risk profiling, and financing (Rijanto, 2020). In
the niche theme, authors explored the security and safety
aspects in relation to the literature; for example,
implementing blockchain technology can provide significant
benefits to both financial and non-financial industries,
including enhanced security (Kumaretal.,2019).

V. Conclusion

The present study contributes to the existing body of
literature by conducting a comprehensive review
incorporating a bibliometric analysis of the scientific
literature on implementing blockchain technology in the
banking sector. Moreover, this study adds the following
conclusions: First, the bank can utilize this technology to
remove/lower the number of intermediaries, expedite
transaction speed and quality, and bring transparency and
convenience. Second, by leveraging this technology, which is
widely regarded as the optimal approach for eliminating
intermediaries and improving efficiency while reducing
costs, it becomes feasible to promptly and seamlessly tackle
banks' inefficiency challenges. Third, blockchain technology
in the banking sector can contribute to risk management
through several mechanisms, such as risk profiling, credit
rating, and data protection, facilitating improved decision-
making processes. In response to the proposed research
questions (RQs), the study's findings presented the trend
based on the growth of annual publication, country citations
and scientific productions, and analysis of influential
publication outlets and documents. Based on keyword
analysis, the key areas that attracted scholars in this field
include fintech, technology adoption, decision-making,
financial services, digital banking, financial inclusion,
investment, and smart contact. The thematic analysis allowed
us to go deeply into the review, where the literature covered
various pertaining issues, including cost reduction,
efficiency, security, credit rating, financing, and integrating
real-time data across the sectors to enhance banking
operations. Furthermore, this study proposes potential

avenues for future thematic and content analysis research.
The areas within this domain that require further
investigation encompass the following.

« Role of regulatory intervention using blockchain in
thebanking area.

« Challenges towards implementation of Blockchain
inbanks and other disciplines.

« The significance of knowledge sharing in the
mitigation of perceived risk.

o The impact of blockchain implementation on
privacy concerns.

« The association between the implementation of
blockchain technology and ethical concerns.

« The significance of trust in monetary transactions
using blockchain technology.

« The linkage between cost reduction and investment
decision-making in entrepreneurial activity through
blockchain technology.

« The relationship between using blockchain
technology and attaining competitive advantages in
the banking sector.

« The association between implementing blockchain
technology and the operating performance in the
banking sector.
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AN EXPLORATORY STUDY EXAMINING THE
INTERRELATIONSHIP BETWEEN FRAUDS AND STAFF
ATTRIBUTES: PRIVATE VS. PUBLIC SECTOR BANKS IN INDIA.

Tirumalaraju Naveen*, Dr. G.V. Satya Sekhar**

Purpose: For the past decade, our Indian Banking industry has been facing multiple issues with balance sheet figures and one of the
major issues is non-performing assets caused by fraud. Therefore, to eliminate financial fraud conditions, it is necessary to introduce
measures and identify the challenges that banks face when dealing with such fraudulent activities. This paper examines the
interrelationship between frauds and the staff attributes, viz., designation, delegation, and doing business vis-a-vis private and public
sector banks in India.

Design/Methodology/Approach: We have analyzed RBI data on frauds during the last ten-year period i.e. from 2013 to 2023 and a
sample of 362 employees from various banks have been taken for analyzing the study. We have used regression analysis and content
analysis to test the hypothesis of our study. Further, an extensive literature review helped us to fulfill the objectives of our study.

Findings: TOur study revealed that various factors i.e. business targets and staff shortage lead to fraud in the Indian banking sector.
Particularly, work pressure caused by staff shortage leads to an increase in frauds in public sector banks and work pressure caused by
business targets leads to an increase in fraud cases in private sector banks. This study's findings revealed the major obstacles faced by
bankers in their daily operations.

Originality/Value: The previous researchers have not discussed the individual factors or staff attributes that are responsible for fraud in
the Indian Banking sector and especially, sector-wise (public/private) problems were not discussed to curtail the fraud and the current

paper tries to fill this gap.

Keywords : Fraud, Staff Attributes, Public Sector, Private Sector, Banking Sector.

JEL Code: C00,C12,E44,E50.

I. Introduction

Almost every bank has been reporting fraud to regulatory
authorities yearly, and some big-ticket loans have hit the
headlines. Vijay Mallya fraud case (2016), Nirav Modi scam
(2018), Rotomac Pen Scam (2015), Winsome Diamond scam
(2016), Kanishk Gold Bank Fraud (2017), Videocon Case
(2019), Sterling Biotech Limited Fraud (2017), ABG
Shipyard Fraud Case (2022), etc. For example, the Central
Bureau of Investigation (CBI) reported a financial fraud case
on 10 January 2021 in Hyderabad against Coastal Projects
Limited for defrauding the State Bank of India (SBI) with INR
4736.57 crores. The company misappropriated the assets by
falsifying account books and financial statements, showing
high investments in the form of unrealizable bank guarantees
during2013-2018.

As per the figures of 2022-23 released by the Reserve Bank of
India 69,791 fraud cases amounting to Rs.29,990 crores were
reported by commercial banks including certain financial
institutions, out of which, Rs.21,137 crores from public sector
banks, and the remaining Rs.8,853 crores from private sector
banks. Private sector banks dominate public sector banks in
the number of fraud cases and vice versa in case of amount

wise. The said fraud cases in the last FY 2022-23 were
reported as on current date and it may increase if any bank
reports in future date. During the past decade, the highest
fraud cases reported by a banks in a single financial year is
2019-20i.e. Rs.1,82,468 crores.

Statement of the Problem:

Fraud doesn't affect the balance sheet of banks alone, it
impacts the entire country's economy in every aspect and the
burden falls on every individual's head directly or indirectly.
The banking industry is considered the heart of the economy
as it supplies money to all other sectors of the economy, the
health of the nation ultimately depends on the banking
sector. Further, if the banking sector is affected by financial
fraud, it adversely impacts the bank's growth and efficiency
(Khanna & Arora, 2009). The increase in fraudulent cases
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creates questions about the bank's workings' accountability,
fairness, and transparency. It creates mistrust among the
people, and the goodwill of the banks gets hampered
negatively. Therefore, banks must conduct their banking
operations carefully to prevent fraud and enhance their
productivity & performance.

Over the last few years, fraud cases have been increasing
enormously in public and private sector banks as per the RBI
data on frauds reported by the banks. From the below tables,
it can be observed that figures are doubling every year
compared to the preceding year in both the public and private
sector banks. The number of fraud cases and amounts are
high in Public sector banks compared to private sector banks;
nevertheless, private sector banks have also reported high-
value frauds in recent years. As there is no downtrend in fraud
figures despite various guidelines and preventive measures
on frauds issued by Reserve Bank of India, Central vigilance
Commission and respective banks. In this regard, my study is
to find out the actual challenges faced by the bankers in their
daily operations and factors that leads to frauds in Indian
publicand private sector banks.

Staff Attributes & their Impact on Fraud:

In any organization, every staff member has to work for their
corporate objective, for which their attributes play a vital role
in meeting corporate goals. In the banking sector, little more
importance is given to individual attributes since it deals with
public money. As per recent statistics, fraud cases have been
increasing in a multifold manner, in this regard, extra care is
to be given to the following attributes for the good conduct of
business in banks.

Delegation: Delegation is the most important part of any
business as it determines the authority among the employees
in an organization. Everyone in the organization has their
role and responsibility to do, however, if any staff shortage
exists at any juncture, the role & responsibility will be fallen
on another staff and which leads to overburdening them.
These problems lead to an increase in the chances of
perpetrating fraud by fraudsters.

Designation: Every designation of an employee in the banking
sector has separate key responsible areas, depending on their
position they face multiple challenges in their daily operations.
As per the modus operandi of some of the fraud cases, these
problems are the root causes of many fraud incidents.

Doing Business with people: Banks mainly deal with the

public and over the past few years, the competition is very
high among its peers as branches of various banks are
opening in every corner of the area. Thereby, total business
figures are mounting up every year and which leads to an
increase in fraud cases too.

II. Literature Review

Internal Management and Control:

Bologna, (1993) discussed frauds committed by insiders like
managerial staff, directors, and managers and outsiders like
customers, and vendors. He cites certain factors that increase
the probability of embezzlement by fraudstersi.e., inadequate
rewards, inadequate internal controls, no proper role
assignment & duties, no proper accountability procedure, no
proper training methods to educate employees, no proper
periodical inspections, unable to check the compliance with
company procedure and policies by the employees. He
discussed specific methods for corporate fraud prevention
and detection techniques.

Albrecht, (1996) has mentioned that negligence on the part of
abank'sinternal control will increase the occurrence of fraud.
This may include a lack of proper work allocation among its
staff, lack of delegation of powers, lack of scrutiny, lack of
proper documentation, and poor accounting system.

Sharma &Brahma, (2000) revealed that the causes of many
frauds are due to the negligence of the bank's supervisory
staff. Further, it was stated in the study that supervisory staff
atthe branch level need to control the above types of fraud.

Madan, (2015) found in his study that security control
measures were not complied with under the following heads
i.e. internal checks, DD section, chequebook issue
department, loans & advances, deposit account & internal
branch accounts. He discussed that banks should concentrate
on fraud prevention techniques and enable an effective
mechanism to investigate all fraud cases. The primary reason
behind the high incidence of Fraud in Indian public and
private sector banks was a failure in the regulatory
supervision system. Auditors have failed to perform their
duties effectively and therefore many of the frauds are not
made known. He further discussed that all banks should
share the methods and procedures adopted by the fraudsters
in different reported scams so that they can arrest in the
future course. It is suggested that the regulatory members
work collaboratively by sharing databases and inputs to
prevent Fraud.
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Swain & Swain and Pani, (2016) mentioned that the leading
causes of bank fraud are due to the laxity of bank officials, lack
of knowledge about the bank's guidelines, and
noncompliance with KYC guidelines.

Neha&Dhiraj, (2017) studied employee awareness's impact
on reducing financial fraud. The study discussed that various
banks have adopted different internal control measures and
which are not sufficient as the same was not met with the RBI
requirements. Their study has discussed the importance of
training employees for the prevention of bank fraud. They
have suggested that the employees should be properly trained
to actagainst fraud.

Technology frauds:

According to Goyal (2012), cybercrime is defined as
unauthorized access to a computer system, data
modification, and steal the data of one's confidential
information, i.e., financial transaction data and office data.

Apart from the individual's data, cybercrime causes the
nation's security may be in threat if one steals the data, also
conventional spying, and other associated activities. Recently
fake emails, sexual harassment, and phishing are
prominently taken place and registered numerous
complaints.

Soni&soni, (2013) have analyzed cyber frauds in the banking
industry and they have made a comparative analysis between
public and private sector banks. The analysis was mainly
based on the data obtained from Reserve bank of India. The
study found that private sector banks including foreign banks
have more share in cyber frauds than public sector banks and
the cyber frauds include card-related transactions, digital
banking (mobile and internet banking), and other online
activities. Their study mentioned that the value of cyber fraud
was still higher despite cases had been decreasing. This study
explains that the introduction of ATMs and digital banking is
the result of cyber frauds in the country and RBI also gets
stronger from the above-said experience and issued
regulatory & reporting guidelines to banks with regard to
cyber fraud cases.

Bamrara, A., Singh, G. & Bhatt, M. (2013) have discussed the
importance of networks i.e. communication between
different organizations via the internet and at the same time it
was informed that the above type of networks is more prone
to cyber-attacks. The study explains the different methods
adopted by cyber fraudsters to concentrate on particular

banks to gain an advantage and also they have assessed
different cyber defense techniques and their correlation with
cyber attacks. Their study found that 60% of banks' top
management informed that their banks identified online
identity theft. They have suggested that customer awareness
should bring into the picture to encounter the above type of
fraud and with the help of governments & private agencies,
the task would be made easier.

Kumar, V. &Sriganga, B.K., (2014) have discussed that bank
frauds had been rising alarmingly and they have suggested
that implementing data analysis tools to arrest the said type of
fraud and impact can be reduced at a higher level. They have
mentioned that fraudsters are coming with advanced
technologies to defraud the banks and their customers and
implanting data analysis tools type methods is the best
possible way to stop fraudsters from counterattacks.

Raghavan&Parthiban, (2014) studied numerous frauds in
digital banking relating to card frauds, i.e., debit and credit
cards, phishing attacks, hacking, malware attacks, and
stealing personal data, which leads to substantial financial
loss to the individual and sovereign.

More, Jadhav&Nalawade, (2015) have stated that in the
current period of globalization, digital banking has occupied
a prominent place in the current century. Online crimes are
also increasing along with technology. To arrest the same to a
certain extent, specific preventive measures must be adopted,
i.e,, to find out the source of the crime, recruit skilled
employees, adopting precautionary measures, i.e., educate
the customers.

Fraud prevention measures:

Suh&Han, (2002) states that banks must implement
sophisticated fraud preventive measures to build trustamong
the customers, in absence of the above checks it is difficult to
build customer trust and increase business.

Wilhelm (2004) states that the fraud management lifecycle
will summarize the entire prevention cycle. The cycle
contains eight stages: prevention, identification, mitigation,
scrutiny, guidelines, investigation, and trial. On the other
hand, a prevention activity identifies and arrests fraudsters
from committing fraudulent activities.

Bierstaker, Brody&Pacini, (2006) have discussed different
fraud protection and identification strategies. These include
fraud guidelines, staft profile checks, frequent reviews of
vulnerable areas, statistical reviews, password policies,
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firewalls, and other discovery methods like software code
design.

Willson, (2006) has stated that lack of proper management
control and inattention towards early warning signals leads to
financial fraud in organizations. Other factors, such as weak
operational control, lack of risk management, and
segregation of tasks between front and back-office, lead to
high risks of financial fraud within a banking organization.

Kingsley, (2012) has explained the multiple reasons for fraud
in the Nigerian banking sector. He stated that fraud had been
increasing to a greater extent and losing trust and confidence
among the public. The author has stated certain factors that
cause fraud and which include low salary structure of the
employees, weak information technology, deviating bank's
laid down guidelines and procedures, heavy competition
among its peers. The author has concluded his study by
stating that banks should bring effective fraud detective
mechanisms and curtail the motives of the fraudsters for
doing fraud.

Hoffman &Birnbrich, (2012) have established the
relationship between customer awareness of fraud
prevention policy and customer loyalty. They have
mentioned that many of the customers have been affected by
fraud earlier and it influenced them to gain knowledge about
the prevention mechanism of fraud policy in banks. The
study revealed that there is a positive relationship between
customer knowledge about prevention methods and their
satisfaction with bank products.

Vigneshwaran&Yokesh, (2018) identified that the banking
sector is normally well-regulated and supervised. However,
the sector has its own set of problems and challenges
regarding ethical practices.

OBJECTIVES:

e  To identify the intensity of factors that lead to fraud in
Indian public and private sector banks.

e To examine the staff attributes (viz., designation,
delegation, and doing business) impact on fraud in the
banking sector in India.

RESEARCH HYPOTHESIS:

H1:  Attribute- Delegation: There is no significant
relationship between overburdened staffand fraud.

H2: Attribute- Designation: There is no significant

relationship between the cadre of staff and factors influencing
Fraud.

H3: Attribute- Doing Business with People: There is no
relationship between the turnover of the business and the
amount of Fraud in public vs. private sector banks.

METHODOLOGY:

By analyzing the literature review, RBI data on frauds for the
period of 10 years (2013-23), practical experiences, and
interviews with random bank employees, an outline can be
made and it would clear the considerable factors of fraud in
the banking industry and its actual output, which damages
the industry as a whole. A sample size of 362 bank employees
(Scale I1:64, Scale 1:232, Clerk:66) was taken from Union
bank of India, Canara Bank (Public Sector Banks)
&KarurVysya Bank, Axis Bank (Private Sector Banks) in
Vijayawada, Visakhapatnam & Kakinada, Andhra Pradesh
state for interviews with random bank employees.

H1: There is no significant relationship between
overburdened staffand fraud.

III. Data Findings and Discussion

From Tables 1 and 2, it can be observed that the p-value is less
than the specified a of 0.05. Hence, the null hypothesis is
rejected, and it is made clear that there is a significant
relationship between overburdened staff and fraud in public
sector branches. From the below analysis, it is evident that
staft shortage exists in public sector banks.

Table- 1: Staff Position & Fraud in Public
Sector Banks (Amount in cr.)

Amount
PSB PSB No. of involved in

YEAR staff branches | frauds fraud
2013-14 | 8,42,813 85,004 2,495 6,840
2014-15 | 8,59,692 90,774 3,061 16,246
2015-16 | 8,27,283 94,054 2,657 16,647
2016-17 | 8,26,840 | 96,593 2,608 18,396
2017-18 | 8,07,448 95,223 3,908 36,921
2018-19 | 8,08,400 | 92,523 6,520 63,290
2019-20 | 7,70,409 | 92,816 12,457 1,48,175
2020-21 | 7,70,800 | 92,481 9,920 77,900
2021-22 | 7,60,029 86,311 7,937 40,029
2022-23 | 7,56,644 | 84,258 6,090 21,137

Source: compilation from RTI act data from RBI
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Table- 2: Result of regression statistics

Regression
Statistics
Multiple R 0.801009207
R Square 0.64161575
Adjusted R Square 0.53922025
Standard Error 2357.106091
Observations 10
ANOVA
Significance
df SS MS F F
Regression 69627756 | 34813878| 6.266054 0.027556
Residual 7| 38891644| 5555949
Total 9| 1.09E+08
Standar Lower Upper Lower Upper
Coefficients | d Error t Stat P-value 95% 95% 95.0% 95.0%
Intercept 56586.80615 | 21132.25| 2.677746 | 0.031642| 6616.968 | 106556.6| 6616.968| 106556.6
PSB staff -0.078636369 | 0.022269| -3.5312| 0.009582| -0.13129| -0.02598| -0.13129| -0.02598
PSB branches 0.135448488 | 0.188046| 0.720295 | 0.494687| -0.30921| 0.580107| -0.30921| 0.580107

From Tables 3 and 4, it can be observed that the p-value is more than the specified a of 0.05. Hence, the null hypothesis is
accepted, and it is clear that there is no significant relationship between staff burden and fraud in private sector branches.

Hence, we may conclude that there is no staff shortage exists in private-sector banks.

Table- 3: Staff Position & Fraud in Private Sector Banks (Amount in cr.)

Amount
PVB No. of involved in

YEAR PVB staff branches frauds fraud
2013-14 3,03,856 18,716 1240 2354.75
2014-15 3,19,050 20,657 1167 2686.35
21>-16 263,088 | 25516 1343 132889 Table- 4: Result of regression statistics
2016-17 4,13,989 27,816 1732 5120.04
2017-18 420,285 29,443 22371 3853.45 Regression Statistics
2018-19 476,390 33,186 35507 6750.81 Multiple R 0.934774
2019-20 5,54,950 34,794 58858 34293.46 R Square 0.873802
2020-21 5,72,586 35,686 64933 45602.83 Adjusted R Square 0.837746
2021-22 6,47,094 36,680 59138 17476.24 Standard Error 11537.21
2022-23 7,45,612 37,872 63701 8853.52 Observations 10

Source: compilation from RTI act data from RBI
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ANOVA

df SS MS F Significance F
Regression 2 6.45E+09 3.23E+09 24.23426 0.000714
Residual 7 9.32E+08 1.33E+08
Total 9 7.38E+09

Standard Upper Lower
Coefficients Error t Stat P-value Lower 95% 95% 95.0% Upper 95.0%

Intercept -74268 19594.63 -3.79022 0.006801 -120602 -27934.1 -120602 -27934.1
PVB staff 0.094608 0.073032 1.29543 0.236253 -0.07809 0.267303 -0.07809 0.267303
PVB branches 1.988097 1.573494 1.263491 0.246864 -1.73263 5.70882 -1.73263 5.70882

H2: There is no significant relationship between the cadre of staff and factors influencing Fraud.

As per Table -5, it can be observed that most of the employees in public sector banks (various positions) quoted that overburden
causes more bank frauds. Further, almost the same score was given to business pressures that cause fraud. Minor weightage is given
to personal financial issues. As per table-6, it can be observed that most of the employees in private sector banks (various positions)
quoted that business pressures cause more bank frauds. The least weightage is given to personal financial issues.

Table 5: Scores given by public sector bank staff to the certain reasons for the occurrence of frauds in Banks.

Reasons for Frauds in Public Sector Banks (for maximum 10-point rating)
Lack of awareness Overburden due to Business personal financial corrupted higher
Rank of bank guidelines Staff shortage pressures issues officials
Scale 11 5 9 8 2 4
Scale I 7 9 9 3 6
Clerk 7 7 5 2 5

Source: Author's compilation

Table 6: Scores given by private sector bank staft to the certain reasons for the occurrence of frauds in Banks.

Reasons for Frauds in private sector banks (for maximum 10-point rating)
Lack of awareness Overburden due to Business personal financial corrupted higher
Rank of bank guidelines Staff shortage pressures issues officials
Scale 11 3 2 9 4 4
Scale I 5 3 8 4 5
Clerk 3 3 8 2 3

Source: Author's compilation

H3: There is no relationship between the turnover of the business and the amount of Fraud in public vs private sector
banks

Tables 7 and 8 depict regression analysis; business turnover is considered the independent variable, and fraud amount is the
dependent variable. R Square is 0.32, which implies that 32% of variations in business turnover are explained by the amount
involved in Fraud. Further, from the above table, it can be observed that the p-value is greater than the specified a of 0.05. So,
the null hypothesis is accepted, and it is made clear that there is no significant relationship between business turnover and the
amount of fraud in public sector branches.
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Table 7: Branch position & business statistics of Public sector banks

YEAR PSB branches Business No. of frauds Amount involved in fraud
2013-14 85,004 1,04,56,349 2495 6839.72
2014-15 90,774 1,12,51,809 3061 16246.11
2015-16 94,054 1,19,91,793 2657 16646.93
2016-17 96,593 1,30,15,062 2608 18396.43
2017-18 95,223 1,35,50,106 3908 36920.8
2018-19 92,523 1,40,77,232 6520 63289.72
2019-20 92,816 1,47,92,676 12457 148175.32
2020-21 92,481 1,58,65,472 9920 77900.36
2021-22 86,311 1,77,61,303 7937 40029.03
2022-23 84,258 1,99,93,344 6090 21136.57
Source: compilation from RTT act data from RBI
Table 8: Regression Results
Regression Statistics
Multiple R 0.567259 ANOVA
R Square 0.321782 df SS MS F Significance F
Adjusted R Square 0.237005 | | Resression 34919623 | 34919623 3.795623 0.08723
Standard Error 3033.146 Residual 8 73599777 9199972
Observations 10 Total 9 1.09E+08
Standard Lower Upper
Coefficients Error t Stat P-value 95% Upper 95% | Lower 95.0% 95.0%
Intercept -3741.49 | 4973.065 -0.75235 | 0.473393 | -15209.4 7726.421 -15209.4 7726.421
Business 0.000666 | 0.000342 1.948236 0.08723 -0.00012 0.001454 -0.00012 0.001454

Tables 9 and 10 represent regression analysis; business turnover is the independent variable, and fraud amount is the
dependent variable. R Square is 0.87, which implies that 87% of variations in business turnover are explained by the amount
involved in Fraud. Further, from the above table, it can be observed that the p-value is less than the specified a of 0.05. So, the
null hypothesis is rejected, and it is made clear that there is a significant relationship between business turnover and the
number of frauds in private sector branches.

Table 9: Branch position & business statistics of Private sector banks

YEAR PVB branches Business No. of frauds Amount involved in fraud
2013-14 18,716 28,06,898 1240 2354.75
2014-15 20,657 32,72,888 1167 2686.35
2015-16 25,516 40,09,689 1545 1528.89
2016-17 27,816 49,07,590 1732 5120.04
2017-18 29,443 58,14,951 22371 3853.45
2018-19 33,186 73,32,726 35507 6750.81
2019-20 34,794 79,30,222 58858 34293.46
2020-21 35,686 87,87,927 64933 45602.83
2021-22 36,680 1,00,17,783 59138 17476.24
2022-23 37,872 1,16,66,005 63701 8853.52
Source: compilation from RTT act data from RBI
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Table 10: Regression Results

Regression Statistics
Multiple R 0.938026
R Square 0.879893
Adjusted R Square 0.86488
Standard Error 10528.42
Observations 10
ANOVA
daf SS MS F Significance F

Regression 1 6.5E+09 6.5E+09 58.6074 5.99E-05
Residual 8.87E+08 1.11E+08
Total 7.38E+09

Coefficients |Standard Error |  t Stat P-value | Lower 95% | Upper 95% |Lower95.0%| Upper 95.0%
Intercept -28927.7 8508.923 | -3.39969 | 0.009365 -48549.3 -9306.09 -48549.3 -9306.09
Business 0.009008 0.001177 | 7.655547 | 5.99E-05 0.006295 0.011722 0.006295 0.011722

Our findings revealed that public sector bank branches are
working with limited staff (staff shortage), leading to
overburdening for the existing staff, thereby deviating from
the guidelines in executing the daily operations. Hence, it
allows fraudsters to take advantage of this issue. With regard
to private sector banks, bank managements have been
framing high business targets for achieving their business in
recent years because competition is very high in the market.
To reach the higher targets, bank staff failed to pay attention
to the policy guidelines, which led to fraud in the banking
industry. Hence, fraud number has been increasing
enormously along with its business in private sector banks. It
is disclosed that there is no significant relationship between
staff burden and fraud in public sector branches. It is found
that there is a significant relationship between business
turnover and the amount of fraud in private sector branches
as fraud number increases along with its business.

IV. Conclusion

The research is estimated to provide a brief overview of the
factors influencing fraud in private and public banks in India.
By analyzing the above literature, the details related to
financial fraud within the Indian banking sector have been
inadequate and did not provide much information about the

obstacles they face, especially sector-wise. The current
research is expected to provide valuable information about
the occurrence of financial fraud in the Indian banking sector
(sector-wise). The research also contributes to enhancing
banks' functioning by directing policymakers' attention
toward revamping staffing patterns in the Indian banking
sector and making stringent rules against fraudsters.
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FINANCIAL PERFORMANCES OF SELECT PHARMA
COMPANIES IN INDIA DURING THE COVID PERIOD: A
COMPARATIVE STUDY
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Purpose: The study is aimed to assess the state of business of Pharma Companies during the pandemic due to COVID-19. Though most
corporate sectors were completely locked down during the 1st phase of the pandemic, the Pharma sector remained open as an emergency
service to serve the people. The financial parameters of some selected companies in the pharma sector were analyzed to get an idea of their
financial performances during the challenging time.

Design/Methodology/Approach: 20 companies were selected from sectoral indices of NSE from its official website. Out of these 20
companies, only 7 companies were chosen randomly for this study. Secondary source of data were extracted from published annual
reports of the companies. Ratios that were used to assess the state of financial performance were DebtorsTurnover Ratio (DTR),
Inventory Turnover Ratio (ITR), Current Ratio (CR), Debt Equity Ratio (DER), Operating Profit Ratio (OPR), Net Profit Ratio (NPR),
Return on Net Worth (RoONW) Ratio and Earning per Share (EPS). The financial results of the companies under study were compared
over the period of four years i.e. for the pre-and during the pandemic period. Statistical tools like simple mean, Hypotheses testing using
ANOVA and Rank analysis were performed to arrive the conclusion.

Findings: Alternative hypotheses were accepted for Current Ratio, Net Profit Ratio, Operating Profit Ratio, Debtors Turnover ratio,
Inventory Turnover ratio, Debt to Equity ratio and EPS, thus it is evident that during the study period significant changes took place to
this ratios. But on the contrary Return on Net Worth Ratio, do not changed significantly during the period of study thus alternative
hypotheses was accepted. From the rank analysis it may be concluded that Abbott, Pfizer and Torrent were the top three performers
during the study period among the selected companies.

Originality/Value: The paper is original in nature which was notbeen publishedelsewhere.

Keywords : COVID, EPS, ANOVA. Financial statement, financial performances,ratio analysis.
JEL Code: G30

I. Introduction stocks of pharma companies and their impact on it during the
covid period. The selection of companies was made based on
The years 2019-2021 were terrible years. World faced a great | market capitalization. Daily price observation data for 10
pandemic called the novel coronavirus disease 2019 (COVID- companies were taken into consideration. Other than two, all
19). Severe Acute Respiratory Syndrome coronavirus 2 | companies behaved in accordance with a benchmark index.
(SARS2) was the scientific name of the virus which was | Bigger companies were capable to withstand the turmoil
responsible for the pandemic. The human race was not | sjtuation. Huge disruption in daily life was taken place due to
prepared at all for such an airborne contagious viral disease. | the pandemic. Even pharma companies were also faced
Thus, huge numbers of people lost their lives. During theinitial | several challenges. They had to manage separate supplier
phase of COVID-19 people observed possibly first timeintheir | vendors as Chinese companies refused to supply active

life - lockdown. During this time everything was closed except | pharmaceutical ingredients. Hamed Almurisi Samah et al.
some essential services. And among them, most important | (2020) the review article gives insight.

service was to maintain the continuous flow of medicines in the
market. Though all the industries were closed, pharma
companies were working 24x7 to save lives as an emergency
service. The present paper is aimed to find out the profitability
of some of the selected pharma companies during this period.
It will give us an insight into the business condition of these
companies during, preand post COVID conditions.

Ayati et al. (2020) assessed in the instant article about the
crisis developed during the COVID-19 and short-term and
long-term impact created by the pandemic. The effect of the
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pandemic leads to changes in demand, amendment in the
regulations, more emphasis on R & D etc. Telemedicine and
Tele medical consultancy was evolved as major help during
this pandemic. During the study, it suggested significant
abnormal returns and cumulative abnormal returns. Though
no significant statistical result was found with the behaviour
of pharma companies and other industries. In Tusek et
al.(2021), it has been discussed that pharma companies may
be seen from two different sides, firstly they supply necessary
medicine for covid and at the same time developed new drugs
to cure it. The study was conducted on a global scale and both
pharma and Biotechnology companies were considered
under this study. The author concluded that the financial
results during this COVID-19 had surpassed all previous
years. Khan & Basak, (2021) had observed a shift in pharma
marketing trend in post-Covid era. A qualitative study was
conducted among 100 people belonging to health services
which include Doctors, health workers, medical
representatives, etc. Due to COVID-19, many of the earlier
practices now has been converted into digital marketing, e-
sampling, telemedicine, e-pharmacy etc. which are found to
be encouraging for all who belong to this fraternity.

Vijay Karthigeyan (2022) here the author tried to determine
the profitability by taking five pharma companies on the basis
of its market capitalization. As during the Covid period, all the
pharma companies had increased its production, therefore
their profitability would have also increased. The regression
model was used to identify the factors influencing profitability.
The assertive correlation was observed between Firm Size,
Firm Growth, Working Capital and Financial Leverage.

III. Research Methodology

Twenty companies were selected from sectoral indices
(NIFTY Pharma Index) of NSE from its official websites. All
the selected companies were valued above 3 lakh crores. Out
of this list, seven companies were selected randomly. Period
of study was 2018-19 to 2021-2022. Secondary data were
mainly collected from the official websites of the respective
companies and their published annual report.

Ratios are among the best-known and most widely used tools
of financial analysis to measure the inter-firm and intra-firm
comparison of financial performances for a particular
period. The period of the present study is four years (2018-19
t02021-22). Hence the data has been collected for this period
only i.e. pre-pandemic (2018-19, 2019-20), pandemic (2020-
2021), and post-pandemic (2021-22). Financial ratios

become meaningful to judge the financial condition and
profitability of a company only when there is a comparison.
When financial ratios for several preceding years are
computed, we can determine the composition of change and
determine whether there has been an improvement or
deterioration in the financial position of the company over
the period. The other comparison involves comparing the
ratios of the companies with those similar types of companies
or with industry averages at the same point of time. The
comparison through ratio analysis provides considerable
insight into the relative financial condition and performance
ofthe company.

Key financial ratios those were used to illustrate the state of
business during the study period were Debtors Turnover
Ratio (DTR), Inventory Turnover Ratio (ITR), Current Ratio
(CR), Debt Equity Ratio (DER), Operating Profit Ratio
(OPR), Net Profit Ratio (NPR), Return on Net Worth
(RoNW) Ratio and Earning per Share (EPS).

Indicators of profitability were Operating Profit Ratio, Net
Profit Ratio and Return on Net Worth. To assess the status of
working capital, Debtors turnover and Inventory turnover
were taken into consideration. As a measure of gearing ratio,
the Debt/Equity Ratio had been calculated, and to check the
liquidity of the companies, the Current Ratio had been used
during the study.

IV. Data Findings and Discussion

Debtors Turnover Ratio (DTR):

Below is the graphical comparison of DTR of the all 7
companies were presented. Though most of the companies
were quite consistent in all throughthe years, a surge for
Abbott, Pfizer,and Aurobindo were observed.

Figure 1: Debtors Turnover
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HypothesisTesting:

Ho= Debtorsturnover of selected companies does not vary significantly along the years.

H,= Debtorsturnover ofselected companies varies significantly along the years.

ANOVA: Single Factor

SUMMARY

Groups Count Sum Average Variance

Laurus 4 14.2 3.55 0.056667

Abbott 4 71.5 17.875 26.04917

Biocon 4 17.45 4.3625 0.288225

Alkem 4 21.8 5.45 0.1282

Aurobindo Pharma 4 224 5.6 0.94

Pfizer 4 64.03 16.0075 21.29443

Torrent 4 289 72.25 10.25

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 1461191 6 2435.318  288.9034  4.64E-19 2.572712
Within Groups 177.0201 21 8.429526

Total 14788.93 27

Interpretation:Fcal=288.90 and Fcrit=2.57. ThusFcal>Fcrit and at the same time p value of different years is 4.64E-19 which is
lesser than 0.05. So, alternative hypothesis is accepted at 95% level of significance. Hence, it transpires that Debtorsturnover of
selected Indian pharma companies differ significantly during the years.

Inventory Turnover Ratio (ITR):

Inventory Turnover Ratio is the number of times a company sale and replaces its inventory during a period. It is calculated by
dividing Cost of goods sold by average inventory. it is very evident from bar diagram that two companies had really done great

during covid years that is Abbott and Torrent.

Figure 2: Inventory Turnover
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Hypothesis Testing:

HO= Inventory turnover of
selected companies does not
vary significantly over the
years.

H1= Inventory turnover of
selected companies varies
significantly over the years.
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Anova: Single Factor

SUMMARY

Groups Count Sum Average Variance

Laurus 4 12.6 3.15 0.03

Abbott 4 205.1 51.275 2649.783

Biocon 4 9.17 2.2925 0.180825

Alkem 4 6.7 1.675 0.0723

Aurobindo Pharma 4 12 3 0.02

Pfizer 4 8.11 2.0275 0.027292

Torrent 4 427 106.75 156.25

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 39675.8 6 6612.633  16.4941 5.74E-07 2.572712
Within Groups 8419.089 21 400.909

Total 48094.89 27

Interpretation:Fcal=16.49 and Fcrit=2.57. ThusFcal>Fcrit and at the same time p value of different years is 5.74E-07 which is
lesser than 0.05. So, alternative hypothesis is accepted at 95% level of significance. Hence, it transpires that Inventoryturnover
of selected Indian pharma companies differ significantly among the years.

Current Ratio (CR):

Current Ratio is though very common but a really useful ratio to determine the company's capacity to pay its current liability.
Here, in this study a sharp increase is being seen in case of Abbott, Pfizer, Biocon. Quite a significant increase is seen for
Aurobindo, Alkem and Laurus.
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Hypothesis Testing :

H,= Current ratio of selected
companiesdoes not vary
significantly over the years.

H,= Current ratio of selected
companies varies
significantly over the years
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ANOVA: Single Factor

SUMMARY

Groups Count Sum Average Variance

Laurus 4 4.62 1.155 0.0121

Abbott 4 13.4 3.35 0.036667

Biocon 4 6.94 1.735 0.130767

Alkem 4 7.27 1.8175 0.012292

Aurobindo Pharma 4 6.7 1.675 0.209167

Pfizer 4 11.81 2.9525 0.187092

Torrent 4 4.19 1.0475 0.015092

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 18.19989 6 3.033314 3520239  6.66E-10 2.572712
Within Groups 1.809525 21 0.086168

Total 20.00941 27

Interpretation :Fcal=35.2 and Fcrit=2.57. Thus Fcal>Fcrit and at the same time p value of different years is 6.66E-10 which is
lesser than 0.05. So, alternative hypothesis is accepted at 95% level of significance. Hence, it transpires that the Current ratio of
selected Indian pharma companies differ significantly over the years.

Debt Equity Ratio(DER):

The Debt Equity Ratio is used to evaluate a company's financial leverage. It is a measure of the degree to which a Company is
financing its operations through debt versus wholly owned funds. It is calculated by dividing a company's total liabilities by its
Shareholder's equity. Now, it is being observed that the stated ratio for three companies like Laurus, Biocon and Torrent is on
the higher side.

Figure 4: Debt Equity Ratio
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ANOVA: Single Factor

SUMMARY

Groups Count Sum Average Variance

Laurus 4 2.34 0.585 0.003567

Abbott 4 1.2 0.3 0.053333

Biocon 4 2.29 0.5725 0.049492

Alkem 4 0.84 0.21 0.004467

Aurobindo Pharma 4 0.66 0.165 0.0193

Pfizer 4 0.0022  0.00055 2.7E-07

Torrent 4 3.29 0.8225 0.065092

ANOVA

Source of Variation SS daf MS F P-value F crit
Between Groups 2.001568 6 0.333595  11.95984  7.62E-06 2.572712
Within Groups 0.585751 21 0.027893

Total 2.587319 27

Interpretation :Fcal=11.96 and Fcrit=2.57. Thus Fcal>Fcrit and at the same time p value of different years is 7.62E-06 which is
lesser than 0.05. So, alternative hypothesis is accepted at 95% level of significance. Hence, it transpires that Debt equity ratio of

selected Indian pharma companies differ significantly among the years.

Operating Profit Margin (OP):

Operating Profit Margin is a profitability or performance ratio used to calculate the percentage of profit a company produces
from its operations. It is calculated by dividing the Earnings Before Interest and Taxes by Revenue from Operations. Sharp
height is being shown in Abbott. However, each of the companies are quite steadily has increased and reached their peak 2020-
21. Highest profit margin recorded by Laurus during 2020-21. The data for Pfizer is showing NIL as there is no debt at all.

Figure 5: Operating Profit Margin

i W 2018-19 w2019-20 m2020-21 m2021-22
[
~| @ o @ =]
= &R a —
a ) ¢ g M
kN o .- S N
L2 2R e g £ 2 ~
CECRA .°-°. i '°"_" o° ‘:'ah—5°
o =] ¢ . .;\, o B
[ @ oA o ™
- | _' | | .:: | | | _| | |
LAURLS ABBOTT BIOCON ALKEM AURCEIND O FFIZER TORRENT
FHARMA

Hypothesis Testing :

H,= Debt equity ratio of
selected companies does not
vary significantly over the
years.

H,= Debt equity ratio of
selected companies varies
significantly over the years.
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ANOVA: Single Factor

SUMMARY

Groups Count Sum Average Variance

Laurus 4 0.981 0.24525 0.005888

Abbott 4 0.833 0.20825 0.000252

Biocon 4 0.68 0.17 0.000133

Alkem 4 0.7685 0.192125  0.000188

Aurobindo Pharma 4 0.815 0.20375 0.000154

Pfizer 4 1.01 0.2525 0.000758

Torrent 4 1.18 0.295 0.0007

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 0.043579 6 0.007263  6.296845  0.000662  2.572712
Within Groups 0.024223 21 0.001153

Total 0.067802 27

Interpretation: Fcal=6.29 and Fcrit=2.57. Thus Fcal>Fcrit and at the same time p value of different years is 0.0007 which is
lesser than 0.05. So, alternative hypothesis is accepted at 95% level of significance. Hence, it transpires that Operating profit
margin ratio of selected Indian pharma companies differ significantly over the years.

Net Profit Ratio(NPR):

The Net Profit Margin is equal to how much net income or profit is generated as a percentage of revenue. It is calculated by
dividing the profit for the year by Revenue from Operations. It was very evident that in the year 2020-21, the profit margin
reached its peak and it was true for all the companies.

Figure 6: Net Profit Ratio
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ANOVA: Single Facto r

SUMMARY

Groups Count Sum Average  Variance

Laurus 4 0.503 0.12575  0.005456

Abbott 4 0.582 0.1455 0.000388

Biocon 4 0.43 0.1075 0.000292

Alkem 4 0.6052  0.1513 0.000591

Aurobindo Pharma 4 0.572 0.143 0.002323

Pfizer 4 0.9 0.225 0.000167

Torrent 4 0.49 0.1225 0.001892

ANOVA

Source of Variation SS af MS F P-value ~ Fcrit
Between Groups 0.03489 6 0.005815 3.664674 0.011991 2.572712
Within Groups 0.033323 21 0.001587

Total 0.068213 27

Interpretation:Fcal=3.66 and Fcrit=2.57.Thus Fcal>Fcrit and at the same time p value of different years is 0.01 which is lesser
than 0.05. So, alternative hypothesis is accepted at 95% level of significance. Hence, it transpires that Net profit margin of
selected Indian pharma companies differ significantly among the years.

Return on Net Worth(RoNW) Ratio:

Return on Net Worth is a measure of the profitability of a company expressed in percentage. It is calculated by dividing
profit after tax for the year by the average capital employed during the year. It was clear that out of all the companies, Larus
was far ahead in the financial year 2021-22 than that of its counterparts.

Figure 7: Return on Net Worth
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ANOVA: Single Factor

SUMMARY

Groups Count  Sum Average  Variance
Laurus 4 0.944  0.236 0.028385
Abbott 4 1.069  0.26725 0.000537
Biocon 4 0.44 0.11 0.000333
Alkem 4 0.729  0.18225 0.000978
Aurobindo Pharma 4 0.671  0.16775 0.00129
Pfizer 4 0.69 0.1725  0.001625
Torrent 4 0.69 0.1725  0.003225

Earningper Share (EPS):

ANOVA

Source of Variation ~ SS  df MS F  P-value Fcrit
Between Groups 0.062334 6 0.010389 1.999395 0.111313 2.572712
Within Groups 0.109118 21 0.005196

Total 0.171453 27

Interpretation :Fcal=1.99 and Fcrit=2.57. Thus Fcal<Fcrit
and at the same time p value of different years 0.11 which is
greater than 0.05. So, the null hypothesis is accepted at 95%
level of significance. Hence, it transpires that the Return on
Net Worth of selected Indian pharma companies do not
differ significantly over the years.

The Basic EPS is computed by dividing the net profit after tax for the year attributable to the equity shareholders of the

Company by weighted average number of equity.

Hypothesis Testing :
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Figure 8: EPS

W 2019-2

]

2020-21 wm2021-22

i 5 NS
w 4 N i =
= = [ oo
< e 73 goE
q II e I $ 55 R
i 1 il
ALKEM AUROCEINDO FFIZER TORRENT

PHARRMA

H,= EPS of selected companies do not varies significantly along the years.

H,= EPS of selected companies variessignificantly along the years.

ANOVA: Single Factor

ANOVA

SUMMARY Source of Variation ~ SS  df ~ MS F D-value  F crit
Groups Count  Sum Average  Variance Between Groups 240873 6 4014551 40.93391 1.6E-10 2.572712
Laurus 4 45.77 11.4425 31.69463 Within Groups ~ 20595.53 21 980.7395

Abbott 4 1191.87 297.9675 4853.621 Total 261468.6 27

Biocon 4 9-96 2.49 1.69 Interpretation:Fcal=40.9 and Fcrit=2.57. Thus Fcal>Fcrit and at
Alkem 4 44248 - 110.62 1062.67 the same time p value of different years 1.6E-10 which is lesser
Aurobindo Pharma 4 22492 5623 >49.5797 than 0.05. So, the alternative hypothesis is accepted at 95% level
Pfizer 4 44772 111.93 274.0241 of significance. Hence, it transpires that EPS of selected Indian
Torrent 4 225.34  56.335 91.89697

pharma companies differ significantly over the years.
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Table 1: Analysis of financial performance of Pharma companies using selected financial performance indicators (based on Average).

Comp |Financial Performance Indicators Ranks of Financial Performance
any Indicators Su | Ultimate
DTR| E |Ro |NP,|OP,|DER |CR |[ITR |ICR [D[E[R |N[O[D[C[1[1 |m | Financial
o | PS|NW |, . N o |a la | TIPlo |P|P|E|R| T|C |Of | Performa
e RIS|N | & R| x| R| R |ran |nce Rank
R |R XV R R|R ks
Laurus [3.55 |11.44(0.236| 0.13 |0.245| 0.585 | 1.16 | 3.15 | 138 | 7| 6|2 |[5]3]2|6]| 3|7 41 5
Abbott [17.88 [298 [0.267| 0.15 |0.208 | 0.3 3355131129 |2 1|1 |3]|4|4|1|2]2 20 1
Biocon [4.36 |2.49 (0.11 | 0.11 |0.17 | 0.573 | 1.74 {229 | 182 |6 |77 |7|7|3|4|5]|5 51 7
Alkem |5.45 [110.6|0.182| 0.15 [0.192 | 0.21 1.82 | 1.68 | 182 | 5|33 |2|6|5[3]7|5 39 4
zf}}lllgggiando 5.6 |34.28(0.168 | 0.14 [0.204 | 0.165 | 1.68 | 3 243 (45|16 [4]5]|6]|5|4|4 43 6
Pfizer |[16.01 (111.9 |0.173 | 0.23 {0.253 | 6E-04 | 295 [ 2.03 | 193 |3 |24 |1|2]|7]2|6]|1 28 2
Torrent [72.25(56.34(0.173 | 0.12 |0.295| 0.823 | 1.05 | 107 | 452 (1|45 |6[1|1|7|1|3 29 3
Source: Computed and compiled from Published Annual Reports of the selected Pharmaceutical companies
V. Conclusion References

Indicators of profitability ratios such as Operating Profit
Margin and Net Profit margin whose P values were 0.0006
and 0.01 respectively. In case of these ratios, alternative
hypotheses have been accepted. Therefore, it was evident that
over the period of study, these ratios changed significantly.
But on the contrary the third one in the same group i.e.
Return on Net Worth, P value was 0.11, which was slightly
higher than 0.05. Thus statistically Null hypotheses had been
accepted. The asset management indicators like the Debtors
Turnover Ratio and Inventory Turnover Ratio's, P value was
far less than 0.05. In both the cases alternative hypotheses
were accepted. The liquidity status of the companies over the
study period differs significantly. The Debt to Equity Ratio
was also accepted the alternative hypotheses thus signifies
there was significant difference over the span of the study
period. EPS changed significantly during the period of study
asitaccepts the alternative hypotheses.

From the rank analysis it may be concluded that Abbott,
Pfizer and Torrent were the top three performers during the
time frame. More or less all companies remained steady
during COVID-19 period and performed well during the
challenging time especially when other sectors remained
closed foralong period.
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RELATION BETWEEN HDI INDICATORS AND ECONOMIC
GROWTH: AN EVIDENCE FROM INDIA'S PERFORMANCE

Dr. Anjusha Srivastava®, Dr. Suman Taneja**, Dharmveer Singh***

Purpose: The present paper aims to investigate the connection between human development indicators (HDI) and the economic
performance of India.

Design/Methodology/Approach: This study examines the impact of economic advancement on various human resource development
indicators, such as education, life expectancy (LE), and per capita income, in India. It employs the neo-classical Solow production
function and multiple linear regression models on time-series data from 2000 to 2019 to analyze and examine the connection between
HDlI indicators and economic growth. Life expectancy is used as a proxy for human capital.

Findings: The findings indicate a significant positive correlation between indicators of human resource development and economic
growth in India. Higher levels of education, life expectancy, and per-capita GDP growth rates are all positively linked. There is a strong
positive correlation between India's economic growth and life expectancy. Additionally, factors like secondary enrollment and per capita
income have a favorable effect on economic growth. The study's key finding is that life expectancy has the most influence on India’'s GDP growth.

Originality/Value: To achieve long-term and sustained economic growth in India, the paper concludes with policy implications for
promoting human resource development. It suggests that policymakers should concentrate on enhancing India's human capital through
increased healthcare spending and more funding for education. With the right policies, India’s enormous population can be leveraged to

boost economic progress rather than being viewed as a barrier.

Keywords : Economic Growth, Secondary School Enrollment, Life Expectancy, Per Capita Income

JEL Code: 115, J24, O15

I. Introduction

India stands as one of the most rapidly advancing major
economies worldwide, boasting a staggering population of
over 1.45 billion individuals. The country's remarkable
economic growth, observed throughout the past few decades,
has been fueled by a multifaceted blend of elements,
including abundant natural resources, substantial physical
capital, technological advancements, and influential social
and political factors. Nonetheless, the crucial role played by
human development in fostering India's economic progress
has often been overlooked in academic discourse.

Human development status, encompassing the knowledge,
skills, and abilities that individuals possess, is increasingly
recognized as a pivotal catalyst for both economic growth
and overall development. In the Indian context, nurturing
human capital becomes paramount, given the nation's vast
and expanding population, which notably encompasses a
significant proportion of young individuals poised to join the
workforce in the near future.

This research endeavor aims to delve into the impact of
indicators pertaining to human resource development on
India’s economic growth, focusing specifically on the period
from 2000 to 2019. In this study, life expectancy will serve as a

surrogate variable for gauging human capital, complemented
by other factors such as per capita income and secondary
school enrollment. Utilizing multiple regression models, the
investigation will meticulously analyze the intricate
relationships between these variables and India's GDP
growth rate.

The findings stemming from this study will hold profound
implications for policymakers not only within India but also
in other developing nations. By contributing to the existing
literature, this research initiative will provide essential
insights by adding to the body of literature on the intricate
interplay between human development indicators and
economic growth, particularly in the context of emerging
economies, this research endeavor will offer invaluable
insights. Ultimately, this comprehensive study will help
deepen our comprehension of the multifaceted drivers
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underpinning economic growth & development in
burgeoning nations like India.

Objectives:

1. To explore the relationship between human
development indicators (HDI) and India's
economic growth of over the period 2000-2019.

2. To investigate the impact of Life expectancy as a
proxy variable for human development on India's
GDP growth.

3. To analyze the contribution of other variables, such
as Per capita income and secondary school
enrollment, on India's economic growth.

4. To identify the key elements of economic growth in
India and their relative importance.

5. To provide policy recommendations for
policymakers to enhance human development in
India and achieve sustained economic growth.

Need and Importance of the Study:

The significance and necessity of this study lie in recognizing
the pivotal role of human development indicators as drivers
of economic growth and progress. Therefore, it becomes
imperative to investigate how these indicators impact India's
economic growth, especially considering the nation's vast
and burgeoning population and its potential to emerge as a
major economic powerhouse in the future. Focusing on the
period from 2000 to 2019, encompassing a time of significant
economic reforms in India, this research employs life
expectancy as a surrogate measure for human development,
while also considering alternative variables such as per capita
income and enrollment in secondary education. Utilizing
multiple regression models, the study aims to dissect the
intricate relationship between these factors and India's GDP
growth rate, thus offering valuable insights into the role of
human development in propelling economic advancement in
the country. The implications of these findings hold
substantial value for policymakers within India and other
developing nations alike. Moreover, the research will
contribute significantly to the current body of literature on
interplay between Human Development indicators (HDI)
and Economic-Growth, particularly concerning developing
nations. Ultimately, this comprehensive study seeks to
deepen our comprehension of the multifaceted determinants
that fuel economic growth and development in emerging

economies,

II. Literature Review

Discover the captivating link between human development
and economic expansion. For years; researchers worldwide
have been entranced by the intriguing correlation between
these indicators. Countless investigations have delved deep
into the profound effect of human capital on the economy's
progress. The findings are compelling, showcasing the pivotal
role human capital plays in fostering remarkable economic
growth. Prepare to be fascinated as we unravel the intricate
relationship between human potential and thriving
economies.

Such research was carried out by “Mankiw, Romer, and Weil”
in 1992.The Solow growth model is compared to the global
variation in level of life to see if it makes sense. It
demonstrates how effectively the cross-country data can be
described by an expanded Solow model that takes the
buildup of both human and physical capital into account. The
Solow model's implications for convergence in living
standards, or whether impoverished nations typically
experience quicker growth than affluent ones, are also
covered in this essay. The data suggests that nations converge
at about the rate predicted by the enhanced Solow model,
keeping constant population growth and capital
accumulation.

In a study conducted by “Barro and Sala-i-Martin” in (1995),
the relation between human-capital and economic expansion
was examined across a panel of 100 countries spanning the
years 1960 to 1990. The findings of this research indicated
that human capital exerted a significant and positive
influence on economic growth, with a stronger effect
observed in countries with lower income levels. Several
factual studies have explored the effect of human resource
development (HRD) on economic growth, employing
diverse methodologies and indicators. Among the
commonly utilized indicators is education attainment, which
can be measured through enrollment rates, years of
schooling, or educational quality. Additionally, health-
related indicators such as health expenditure, life expectancy,
or disease prevalence have been employed to gauge the
impact of health and willingness on economic growth.

In the quest to understand the link in human resource
development and economic growth, a collection of
compelling empirical studies emerges. Enter the work of
Islam (1995), where a cross-country panel data set was
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harnessed to unravel the impact of education on economic
growth. Unveiling a strong positive effect, particularly
pronounced in low-income countries, the study revealed that
education's influence on growth primarily stems from its
remarkable impact on productivity.

Meanwhile, De Gregorio and Lee (2002) embarked on a
captivating exploration, enlisting a diverse sample of 98
countries to scrutinize the relationship between economic
growth and health. Their findings painted a picture of health's
constructive influence on economic growth, resonating more
profoundly within low-income nations. Crucially, the study
illuminated that health's effect on growth manifests primarily
through its empowering impact on labor productivity.

Not to be outdone, Romer (1990) embarked on a captivating
journey, wielding a cross-country panel data set to examine
the entwined fates of human-capital and economic-growth.
The study danced with a revelation: human capital possesses
an inherent ability to foster economic growth, primarily by
igniting the flames of technological progress. Fascinatingly,
the study unveiled that the effect of human capital on growth
blazes with greater intensity w Delving into the Indian
landscape, Kumar and Rangarajan (2006), embarked on a
study delving into the impact of education on economic
growth within the nation's borders. Their findings resonated
with hope, revealing a significant positive correlation in
education and economic growth in India. Moreover, their
research illuminated a promising prospect: by enhancing
educational attainment levels, India could potentially unlock
higher economic growth rates, breathing vitality into the
nation's progress.

Meanwhile, Chakraborty and Mukherjee (2008), embarked
on their own expedition, attempting to understand the
relation-ship between India's economic-growth and its
human-capital. Armed with a comprehensive panel data set
spanning the years 1980 to 2004, their findings painted a vivid
portrait of the symbiotic connection among human capital
and economic growth. Their study unearthed a significant
and productive impact of human capital on India's economic
growth, revealing the transformative power that lies within
human potential.

Embarking on a journey into contemporary research,
Ahmad and Ramzan (2017) directed their focus towards
Pakistan, unraveling the fascinating link between human
capital and economic growth. Their study yielded an
unequivocal affirmation: human capital wields a remarkable

positive influence on the country's economic progress.
Among the key constituents of this influential capital,
education and health emerged as pivotal factors. These
groundbreaking findings shed light on the paramount
significance of nurturing robust educational and healthcare
systems. By doing so, Pakistan can harness the full potential
of its human resources, setting the stage for a dynamic surge
in economic growth and prosperity.

Collectively, these studies present a mosaic of evidence,
affirming the vital role played by human capital in steering
economic growth across nations. They illuminate the
pathway to progress, emphasizing that policies centered on
bolstering human resource development hold the potential to
propel nations towards higher economic growth rates.
Within the specific context of India, education and healthcare
have been identified as pivotal components of human capital,
capable of propelling the nation towards a prosperous future.

ITI. Research Methodology

The study will use secondary data, collected from the World
Bank database, for the time duration from (2000 — 2019). To
validate the hypotheses and determine the strength and
significance of the relationships among the different variables
and economic growth in India, Multiple regression analysis
will be used. The model will include HDI indicators i.e. Life
expectancy, secondary school enrollment ratio, and per
capita income, independent variables, and GDP growth rate
as the dependent variable. Additionally, we also check the
correlation between the variables, all data will be analyzed
using statistical software like E-View, Excel etc. and the
results will be presented through descriptive statistics,
correlation matrices, and regression tables.

Variable Description:

The study uses four variables, including the GDP Growth
Rate as the dependent variable, and three independent
variables, namely Life Expectancy (LE), representing the
country's investment on the health of its population,
Secondary Enrollment Ratio (SER) as a measure of access to
education, and GDP Per Capita. All these variables are the
indicators of the Human development.

Variables Definition

Below is the definition of the entire variable used in the study
according to the World Bank.
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GDP
(current US$)
- India

Per capita
GDP

(US dollar)
2015

(at constant)

Life
expectancy
(LE) at
birth,

(in years)

- India

School
Enrolment
Secondary
(% Gross)

Find out India's economic pulse using GDP
(current US dollars). This crucial figure
encapsulates the complete value of goods &
services produced by all the skilled people
and companies in the nation. In addition to
the earnings made, it also includes product
taxes but excludes subsidies. The numbers,
which are given in current U.S. dollars,
provide a thorough overview of India's
economic health. Domestic currencies are
converted using annualized official exchange
rates to enable realistic comparisons.

Discover the Per capita GDP (US Dollar)
2015 at constant inin India to determine the
economic well-being of people. This metric
indicates the average gross domestic product
per person, taking into account both the
population and economic output for a
particular year. It takes into account
inflation by using constant 2015 U.S. dollars
and enables accurate comparisons
throughout time. It demonstrates how|
India's economic success results in concrete
advantages for its people.

Embark on a journey to unlock the
enigmatic secret of longevity in India, where
life expectancy at birth holds the key. This
pivotal metric unveils a captivating portrait
of the average lifespan that waits new-borns,
should the prevailing patterns of mortality|
persist throughout their journey. It serves as
a powerful lens, allowing us to peer into the
nation's health and well-being, painting a
vibrant tapestry of vitality and endurance.
Delve into this essential measure, and
unravel the mysteries that lie within, as we
navigate the fascinating realm of life and its
boundless possibilities in India.

Embark on a journey into the vibrant world
of education in India, where the Gross
Enrolment Ratio (GER) for secondary]
school takes center stage. This remarkable
ratio unveils the percentage enrolment
(total), irrespective of age, in relation to the
corresponding population set. Secondary

education, acting as a vital cornerstone for
life-long learning and human development,
holds the key to unlocking specialized
knowledge and empowering students with
valuable skills. Delving into the depths of the
GER allows us to unravel India's unwavering
dedication towards offering its citizens a
pathway to quality education.

The Hypothesis:

This research aims to evaluate both the hypothesis i.e. null
(HO) and alternative hypotheses (H1), which are presented as
follows:

e  HO: There is no significant relation between the HDI
indicatorsand India's economic growth.

e HI: There is a significant relation between HDI
indicatorsand India's economic growth.

The Model:

A well-known macroeconomic model recognized as the
Solow model focuses on how capital accumulation,
population expansion, and technological advancement relate
to long-term economic development. We can modify the
Solow model to incorporate life expectancy, school
enrollment, and per capita income as additional independent
variables that can potentially impact GDP. Here's is an
econometric model using the modified Solow model:

The modified Solow growth model for this study can be
framed as follows:

GDP =0 + p1 * Life Expectancy + 32 * School Enrollment
+B3* Per CapitaIncome+¢& (1)

Where:

GDP: Gross Domestic Product, the dependent variable,
represents the output of an economy and is a measure of its
overall economic performance.

Life Expectancy: Represents the average number of expected
newborns is to live in year, which can reflect the health and
well-being of a population.

School Enrollment: Represents the percentage of the
population enrolled in educational institutions, which can
reflect the human capital and education level of a population.
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Per Capita Income: Represents the average income per
person in the economy, which can reflect the standard of
living and economic development.

B0: When all independent variables are 0, the GDP baseline
level, or intercept, is represented.

B1, B2, p3: Coefhicients, under the assumption that all other
variables remain constant, provide the predicted change in
GDP for a unit change in each individual independent
variable.

e: The model's random error or unexplained variance is
represented by the error term.

The reduced equation for the above will be as:

GDP = 0 + p1 * log (Life Expectancy) + 2 * log (School
Enrollment) + 3 * log (Per Capita Income) + €

(2)

Based on the equations (2), the above model can be re-written
as following:

LGDP = p0 + B1LLE +B2LSE + P3LGDPC.
(3)

The modified Solow model assumes that the level of GDP is
determined by the level of capital, labor force, technological
progress, as well as the additional factors of life expectancy,
school enrollment, and per capita income. The coeflicients
(B1, B2, B3) in the model represent the estimated effects of life
expectancy, school enrollment, and per capita income on
GDP, respectively. The econometric techniques such as
ordinary least square (OLS) regression to estimate the
coefficients and assess the statistical significance and
economic interpretation of the results.

Equation (3) shall be estimated during this study.

IV. Data Findings and Discussion

Table 1: Correlation Table

LGDP LLE LSE LGDPPC
LGDP 1
LLE 0.980356625 1
LSE 0.963461775  0.973454971 1
LGDPPC 0991086366  0.985309633  0.950419298 1

Source: Calculated by using E-view 12

The table presented displays the outcomes of a correlation
analysis conducted on all variables used in the research. The
findings support the hypothesis that a robust positive
correlation exists between GDP and three other factors: Life
expectancy (0.98), Secondary School enrollment (0.96), and
GDP per capita (0.99). This implies that as these three factors
increase, India's GDP will also increase.

In this correlation table, we explore the positive impact of
three key factors on Gross Domestic Product (GDP).

Life Expectancy (LLE) and GDP: Both Life expectancy and
GDP shows a significant positive relationship in India. Aslife
expectancy increases, it suggests that the population is
healthier and more productive, which, in turn, contributes to
economic growth. Improved healthcare systems, access to
medical services, and overall well-being positively impact
GDP.

School Enrollment Ratio (LSE) and GDP: The correlation
between school enrollment ratio and GDP is also positive. As
more children and young adults enroll in educational
institutions, it enhances human capital development and
equips individuals with the necessary skills for economic
productivity. This positive relationship between education
and GDP underscores the importance of investing in the
education system to drive economic growth.

GDP per Capita (GDPpc) and GDP: There is a strong
positive correlation between Per Capita GDP and GDP in
India. As the average income per person (GDP per Capita)
increases, it indicates higher purchasing power and
economic prosperity at the individual level. This, in turn,
contributes to overall GDP growth, reflecting a positive
impact of individual prosperity on the economy.

Taken together, these positive relationships emphasize the
significance of life expectancy, education, and individual
prosperity as drivers of economic growth and development.
By investing in healthcare, improving education
opportunities, and fostering economic well-being at the
individual level, India can further enhance its GDP and create
amore prosperous future for its citizens.

Table 2: Regression Statistics

Multiple-R 0.991409569
R-Square 0.982892933
Adj.- R Square 0.979685358
Standard Error (SE) 0.03750688
Observations 20

Source: Calculated by using E-view 12
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Our regression statistics table reveals some fascinating
insights about the relationship between variables. Here's a
breakdown of the key statistics:

Multiple R: The multiple R value, displayed as 0.991409569,
represents the correlation coeflicient. “It measures the
strength and direction of the linear relationship between the
dependent variable and the independent variables in the
regression model”. In simpler terms, it tells us how well the
independent variables predict the dependent variable. A
value close to 1 indicates a strong positive relationship.

R-Square: The model goodness of fit is indicated by the R-
Square value that depicted as 0.982892933, displays the
proportion of the variance in the dependent variable that can
be explained by the independent variables in the regression
model. A value close to 1 implies that the independent
variables describe a large portion of the variability in the
dependent variable.

Adj.-R Square: The Value of adjusted Square is 0.979685358,
adjusts the R Square value to account for the number of
independent variables in the model and the sample size. It
gives a better aimed measure of the goodness-of-fit,
considering the complexity of the model and potential over
fitting. A higher Adjusted R Square indicates a better fit,
suggesting that the independent variables have a strong
explanatory power.

Standard Error: The Standard Error, represented as
0.03750688, gives an estimate of the average distance between
the perceive values of the dependent variable and the
forecasted values from the regression model. It computes the
accuracy of the regression model's predictions. A smaller
Standard Error suggests that the model's predictions are
more precise and closer to the actual values.

Observations: The number of Observations, indicated as 20,
represents the sample size used in the regression analysis. It
signifies the number of data points or cases that were
included in the analysis. A larger sample size normally
intensifies the reliability and accuracy of the regression
model's results.

In summary, this regression statistics table showcases the
strength and quality of the regression model. The high
Multiple R and R Square values indicate a well-built
relationship between the dependent and independent
variables. The Adjusted R Square accounts for model
complexity, and the Standard Error provides an estimate of

prediction accuracy. Overall, these statistics provide valuable

insights into the predictive power and goodness-of-fit of the
regression model.

Table 3: ANOVA
df sS MS F
Regression 3 1.29322028 0.431073427 306.4286612 2.4301E-14
Residual 16 0.022508256 0.001406766
Total 19 1315728536

Significance F

Source: Calculated by using E-view 12

In this table, we have a wealth of statistical insights that
uncover the relationships between variables and reveal the
significance of our findings.

First, let'sbreak down the table step by step:
Degrees of Freedom (df):

ANOVA assesses the variability in our data and the Degree of
freedom (df) represent the number of independent cases of
information available for analysis. We have 3 degrees of
freedom for regression, 16 for the residual (unexplained)
variability, and a total of 19 degrees of freedom.

Sum of Squares (SS):

The Sum of squares quantifies the total variability in our data.
For regression, we find a sum of squares of 1.29322028, and
for the residual (unexplained) variability, it is 0.022508256.
The total sum of squares is the combined variation, which is
1.315728536.

Mean Square (MS):

To better understand the variance, we calculate the mean
square by dividing the Total of squares by the degrees of
freedom. For regression, the mean-square is 0.431073427,
and for the residual variability, it is 0.001406766.

F-statistic (F):

This powerful statistic measures the ratio of variability
between groups (regression) and within groups (residual). In
our case, the F-value is an impressive 306.4286612, indicating
asignificant relationship between the variables being studied.

Significance F:

The significance F-value, represented here as 2.4301E-14 (a
very small number in scientific notation), reveals the
probability of obtaining an F-value as extreme as what we
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have observed, assuming there is no real relationship
between the variables. A tiny significance F-value indicates
strong evidence for a meaningful connection in our data.

In conclusion, this ANOVA table showcases the statistical

prowess of our analysis, demonstrating significant
relationships between the variables under study. The insights
gained here open the door to further exploration and
understanding of the underlying patterns and dynamics in
the data.

Table 4: Regression Coeflicients

(Coefficients) Standard Error* t-Stat. T-value
Intercept 4.298050351 5.78489942 0.742977542 0.468264759
LLE -7.090340196 4.020063449 -1.76373838 0.096858413
LSE 2.130849986 0.478519141 4.453008881 0.000400676
LGDPPC 1.609360246 0.536459239 2.99996743 0.008480076

Source: Calculated by using E-view 12

Behold the treasure trove of regression coefficients! In this
captivating table, we delve into the mystical realm of
statistical relationships, unveiling the mystical powers of our
variables.

Intercept: The mystical Intercept is like the heart of our
regression, representing the value of the dependent variable
when all other factors are zero. Here, it stands at 4.298050351,
with a standard error (SE) of 5.78489942. The t-statistic value
is 0.742977542 and the p-value is 0.468264759 which reveal
that its significance might be not as strong as we hoped, yet its
presence adds an enchanting element to our model.

LLE (Life Expectancy at Birth): Gaze upon the enigmatic
LLE coefficient, which stands at -7.090340196. This
captivating number suggests a negative relationship with our
dependent variable, but its standard error of 4.020063449 and
a t-statistic of -1.76373838 tell us that its significance dances
on the edge. With a p-value of 0.096858413, we cannot
dismiss its potential impact, for it might hold secrets to the
mysteries of life expectancy.

LSE (School Enrollment Secondary): Marvel at the
mesmerizing LSE coefficient, gracing us with a value of
2.130849986. A t-statistic of 4.453008881 and an
astonishingly low p-value of 0.000400676 bestow great
significance upon LSE. Its power to positively influence the
dependent variable shines through the tight standard error of
0.478519141, leaving us in awe of its impact on educational
enchantment.

LGDPPC (GDP per Capita): Witness the captivating
LGDPPC coefficient, standing tall at 1.609360246. It has a
significant t-statistic of 2.99996743 and a p-value of

0.008480076. The accuracy of its impacts on our dependent
variable, as seen by the standard error of 0.536459239,
compels us to investigate the puzzling connection between
wealth and growth.

In this mystical journey through the regression coefficients,
we uncover the hidden forces that shape our dependent
variable. Each coefficient plays a unique role, and their
significance and precision leave us captivated and eager to
explore the deeper mysteries that lie within the data.

Several econometric tests were conducted to establish the
model's importance, and all showed a very statistically
significant relation in the variables i.e. Dependent and
Independent. As a result, the Hi.e. the null Hypothesis is
rejected, and the H,(Alternative hypothesis) is accepted,
stating that shows there is a statistical relationship between
HDIIndicators and India's economic growth.

V. Conclusion

This paper explores the correlation between indicators of
human development and economic growth in India from
2000 to 2019, specifically the HDI. To measure human
development, the study used life expectancy, secondary
school enrollment, and GDP per capita as proxy variables.
The study employed neo-classical Solow production
functions and multiple linear regression models. The
Findings shows a positive correlation among economic
growth and HDI indicators. Notably, both life expectancy
(LE) and secondary school enrollment (SSE) has positively
impacted economic growth of India's. Secondary school
enrollment had the most significant impact on India's GDP
growth. Therefore, to achieve sustained economic growth,
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policymakers should focus on improving these indicators by
increasing funding for education and healthcare.
Additionally, future studies could explore the connection in
human capital, healthcare expenditure, and growth of
economy in both rural and urban areas of India.
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Purpose: The increasing adoption of e-learning requires examining how students view and embrace this method of education. To
enhance the e-learning environment, the present paper depicts three pillars of e-learning: student attitude, teacher e-readiness, and the
quality of e-learning delivered and its impact on student satisfaction. This study aims to analyze educational institutes in India engaged
in various e-platforms regarding their delivery of various online courses and their students'satisfaction with e-learning.

Design/Methodology/Approach: The research framework is grounded in the Technology Acceptance Model (TAM) and End User
Computing Satisfaction models (EUCS). This is a pilot study; students enrolled in e-learning institutes were studied. The collected data
of 124 students is subject to multiple linear regression analysis using SPSS.

Findings: All the components of student satisfaction from e-learning, such as student attitude, teacher e-readiness, and the quality of e-
learning, have a significant relationship with students 'satisfaction. Among the three components of student satisfaction, the quality of e-
learning has a major impact. The pilot study results conclude that this study can also be conducted in the future by incorporating some
minor changes in the questionnaire.

Originality/Value: This research contributes theoretically to factors influencing e-learning adoption and acceptance among students.
The findings hold practical implications for e-learning providers in the education industry for effective and efficient implementation of e-
learning that enhances student satisfaction.
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utilizing information and communication technologies to
enhance learning quality by facilitating access to resources
and services and supporting distant collaboration and
exchange. E-learning has enabled learners to access
educational materials and made them interactive and useful,
irrespective of geographical and time constraints (Liu &Yu,
2023). E-learning ensures many benefits, irrespective of
distance; it communicates between the parties through a
dialogue room, digital classroom, and emails. Moreover, the
24-hour availability of the resources leads to any time and
every time learning as per convenience (Abed, 2019). E-

I. Introduction

Education is the fundamental and powerful beam behind the
success of any nation (Baiyere & Li, 2016). The process of
education is essentially the expression of the innate potential
and excellence that is already present within an individual. In
the last three decades, India has witnessed an unprecedented
expansion in the higher education sector (Mittal & Pani,
2020). However, the sudden suspension or closing of schools
and higher education institutes by the end of April 2020 was
due to COVID-19, a novel coronavirus disease that spread

across the globe. One hundred eighty-six countries
implemented nationwide closures, affecting almost 73.8% of
the total enrolled students globally. The pandemic had left no
choice for the education sector, be it a school, college,
university, or stand-alone institution, to shift to educational
innovation using digital interventions (Farhat, 2023). In this
situation, information and communication technology (Das et
al., 2022) offered an edge over the talk-and-chalk model of
teaching and learning with e-learning (Alsoud & Harasis, 2021).

E-learning is a system of learning and teaching through
electronic media, especially the Internet, as per the Oxford
Dictionary, 2023. Alonso et al. (2005) defines e-learning as

learning systems provide knowledge that is not easy to access
but provides flexibility, too (Kapo et al., 2023); they can now
attend sessions without physical boundaries and with the
help of the Internet.
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E-learning platforms assist in organizing, managing, and
disseminating educational content. These platforms are
primarily categorized into Massive Open Online Courses
(MOOCs) and Learning Management Systems (LMSs) (Liu
& Yu, 2023), chosen based on their cost and the intended user
base. The surge in the e-learning market in India is partly due
to favourable macroeconomic trends. The Indian
Government has initiated several programs to enhance
digital education and skill acquisition, increasing the
demand for e-learning services (Srideviponmalar, 2023).

Moreover, the growing emphasis on continuous learning and
professional development in today's workforce has further
propelled the expansion of the e-Learning Platforms market.
As e-learning is becoming popular, the number of students
on different e-learning platforms is increasing (Cowie &
Sakui, 2013). Hence, exploring student satisfaction with the
acceptance of e-learning becomes increasingly crucial, as
does examining factors that contribute positively to its
acceptance. Limited literature exists on this subject,
particularly concerning research that considers variables
such as student attitude, teacher e-readiness, and the quality
of e-learning. These factors are pivotal in influencing user
satisfaction, ultimately contributing to the acceptance of e-
learning in higher education. Therefore, there is a need to
identify the significant factors that affect the acceptance of e-
learning systems and consequentially prioritize their
effectiveness to improve the overall e-learning outcomes.
There are few research papers in India on similar topics,
especially on e-learning carried out by universities. However,
increasing the scope to include other learners not part of the
regular university system is necessary. This study evaluates
factors affecting student satisfaction from e-learning in the
Indian scenario.

II. Review of Literature

Student Attitude: In designing effective e-learning
environments, it is necessary to 'understand the target group'
and consider the learner's attitude as an essential indicator of
an effective LMS, further linked to user satisfaction. Student
Attitude referring to his/her positive/negative/mixed
evaluation of online learning system as managing study time,
being self-disciplined, and believing that ELS is an effective
educational tool (intention to use), amongst others, was
proposed by (Koseler, 2009). A few positive items include
time management, schedule flexibility, and reducing costs,
and negative items include e-learning teaching efficiency and
the need for advanced technical abilities.

Teacher E-Readiness: Online teacher's attitudes towards e-
learning systems have focused on opinions and perceptions
of its performance; their level of e-readiness can influence
their use, technical know-how, and use of technology tools
(Garg & Chander, 2023) needed to assist online learners; and
is reflected in successful course outcomes and user
satisfaction suggested (Hung et al., 2014). Technology skills,
lifestyle, and pedagogical training in e-learning determine
online teacher e-readiness in higher education (Keramati et
al., 2011). Ozkan and Koseler (2009) introduced the concept
of teacher e-readiness as a measure of a teacher's
preparedness for online environments. They defined this
readiness through three key areas: technology readiness,
lifestyle readiness, and pedagogical readiness. Technology
readiness encompasses having the necessary tools, such as
dedicated internet service, access to the correct software and
browsers, and knowing how to utilize online support
services. Lifestyle readiness involves being comfortable with
digital communication methods like emailing, texting, and
messaging, as well as having sufficient uninterrupted time to
dedicate to online courses. Pedagogical readiness refers to the
teacher's ability to learn independently, willingness to
experiment with new technologies, and capability to provide
constructive written feedback. (Akaslan & Law's 2011)
measured Teacher's Readiness for E-Learning, teacher e-
readiness was studied regarding E-Readiness, E-Acceptance,
and E-Training.

E-Learning Quality: 'Online learning quality is evaluated by
the hassle-free integration of hardware and software that
facilitates the e-teacher's interaction in the virtual learning
environment (VLE). It provides stability, security, speed, and
responsiveness of the VLE, which are critical for e-teachers
(Keramati et al., 2011). e-learning quality through ease-of-
use, user-friendly, stable, secure, fast, accessible, and
responsive was also measured.

Student-satisfaction: Student satisfaction measures the
degree to which a user is satisfied with his or her overall use of
the E-learning system (ELS). Familiarity with the usage of ELS,
the e-learners gain more technology experience through its
interaction, thus influencing their acceptance of and
satisfaction with the ELS. In a study by Chakraborty, 2019, user
satisfaction with a learning app is based on the responsiveness
of the app and content as imperative factors that influence
satisfaction with portable learning Applications. User
satisfaction is based on, and user satisfaction among e-learners
categorized as learner, course, technology, design, and
environment direction (Asoodaretal., 2016).
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The objectives of the study focus on measuring user
satisfaction among e-learners as follows:

1. Toidentify student user satisfaction in e-learning across
various e-learning platforms in Edtech.

2. To explore the relationships between user satisfaction
towards e-learning, student attitude, teacher e-
readiness, and quality of e-learning.

In today's educational landscape, there is often a blend of
traditional and e-learning methods, known as blended
learning or hybrid learning, combining the strengths of both
approaches to cater to diverse learning preferences and
needs. Though both traditional learning and e-learning aim
to achieve specific learning objectives and outcomes,
traditional learning and e-learning represent two distinct
educational approaches, each with its characteristics,
advantages, and limitations. With its global reach, flexibility,
student-centric approach, and adaptability quotient, e-
learning is gradually gaining acceptance and validity in the
global education scenario for entry-level students in school,
higher, and professional education.

Learner attitudes towards e-learning and e-learning quality,
including systems, information, and service, significantly
impact students' acceptance of e-learning (Anthony, 2024).
Yang and Xu (2023) recommend instructors' e-readiness for
promoting e-learning success. User satisfaction positively
influences user acceptance, loyalty, and promotion (Rahayu
etal.,2023) of e-learning.

A framework for assessing End-user computing satisfaction
(EUCS) has been established through research (Doll &
Torkzadeh, 1988), encompassing five key components: i.e.,
content, accuracy, format, ease of use, and timeliness. This
framework is a foundational structure for numerous studies
exploring user satisfaction and acceptance, including those
related to e-learning. After reviewing the existing literature,
the following hypotheses have been framed:

H1: Student Attitude has a positive relationship with student
satisfaction in E-learning.

H2: A significant and positive relationship exists between
teachers' e-readiness and student satisfaction in E-learning.

H3: E-learning quality has a significant and positive impact
on student satisfaction.

2016; Akaslan and Law, 2011) were reviewed. The research
instrument of the present study has four independent factors:
students’ attitude, teacher e-readiness, quality of e-learning,
and dependent factors, i.e., student satisfaction. These four
factors have 86 statements (Venkatesh et al., 2012) using a five-
point Likert scale ranging from 1 to 5. The scale designates 5 as
"strongly agree" and 1 as “strongly disagree” Eligible
participants included individuals who were enrolled and
completed e-learning courses. These courses may be short-
term or ongoing programs on e-learning platforms. The
questionnaire was shared with students, and data collected
online through Google Forms was used for further analysis.

In this study, which aims to explore the impact of student
attitude, teacher e-readiness, and the quality of e-learning on
user Satisfaction in higher education, regression analysis can
be a valuable tool for assessing the strength and nature of
these relationships. Statistical software SPSS was used to
perform the multiple linear regression analysis. The output
includes coefficients, significance levels, and other statistics
that help interpret the relationships effectively.

This paper is based on a pilot study of 150 respondents; 124
responses were received after refinement, and an 82%
response rate was used for the final analysis. This study is
conducted to understand the impact of student's attitudes
towards online courses, teacher readiness, and quality of
online courses on e-learners' satisfaction. The research
design is based on the correlation of independent and
dependent constructs. The analysis shows more males (53.2
%) enrolled in online courses than females (46.8%). The
prominent age group (37.1%) in this data falls in 22-26 years,
possibly because this group is more computer savvy. A large
number of the respondents (48.4%) are postgraduates
pursuing short-term (46.8%) online courses from mostly
either private institutes (48%) or e-learning platforms
(46.8%). This could be because private institutes and EdTech
platforms have customized courses to cater to the needs of e-
learners. 66.1% of respondents belong to Delhi and NCR.
Regarding internet proficiency, an equal number of
respondents were experts (48.4%) or intermediate (48.4%);
only 3.2% claimed to be beginners. A summarized view of the
demographic profile of the respondentsis given in Table 1.

Table 1: Demographic Profile of Respondents

Demographics Percentage
III. Research Methodology Gender
o , _ Male 53.2
To ensure that a comprehensive list of e-learning variables — 6.8
was included, previous researchers' works (Asoodar et al, cmate :
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Age as well as from EdTech platforms with different levels of
17-21yrs 29.0 education, age groups, and gender, which reduce some of the
22-26yrs 371 effects of Common method variance (CMV) in the data.
27-31yrs 32 Fmally, Harman's single-factor analysis was administered to

investigate CMV. All statements were put together to conduct
32yrs and above 30.6 . .

- factor analysis. The eighteen factors that were extracted had a
Educational Status total variance of 84 percent. Moreover, the first factor
Professional Certificate 11.3 explained 33.8% of the variance, which is less than 50% of the
Undergraduate 32.3 threshold value as suggested by previous researchers
Post-Graduate 48.4 (Harman, 1960; Babin etal., 2016; Gupta S et al., 2020), which
Others 8.1 means CMV is not an issue in this data.

Duration of the online course Considering all responses for each item of a construct, the
Short term course 46.8 mean and the standard deviation for all respondents were
Long term course 25.8 calculated collectively. The mean of the constructs ranged
Continuous Online Learning 6.5 from 2.83 e-learner attitude towards the course to 4.13, which
All 21.0 belongs to e-learners' internet self-efficacy (LISE). The lowest
Type of Institute standard deviation is for the technology quality (.365) of the
Government LMS 35 online course, and perceived usefulness (PU) has the highest
Private-LMS like blackboard classroom | 48.4 stan'da'rd dev1at1c?n (:?42), as explained in Table 2, Descriptive
Statistics and Reliability.
Autonomous-Self-created workshops 1.6 Table 2: Descriptive Statistics and Reliability
through Google Meet/Zoom, etc. -
EdTech Platform (like Coursera) 46.8 Constructs gﬁg&;ﬁ sum | Mean IS;S‘}ia- I(:If(?czlte— lI){iel:k?r_
Location of Institute nts) tion | ments)
Delhi NCR 66.1 T_LATC |124 351 |2.83 |.608 |7 .735
Northern India 16 T LAC |124 369 |2.97 |.552 |7 716
Western India 32 T_LISE 124 513 |4.13 |.933 7 .946
Southern India 3.2 T _IPG 124 433 [3.49 |.859 8 .872
Online 25.8 T_IAIC 124 441 13.55 |.790 |10 914
Internet Proficiency T_ECF 124 462 |3.73 |.853 |7 .881
Expert 48.4 T_ECQ 124 430 |3.47 |.893 |7 .895
Intermediate 48.4 T_TQ 124 479 13.87 |.791 |7 919
Beginner 3.2 T_1Q 124 394 |3.17 |.365 |4 .690
Desk used for E-learning T_PU 124 479 |3.86 |.942 |4 .891
On a laptop or desktop 56.5 T_PE 124 499 |4.02 |.923 |4 .936
On both laptop-desktop & and mobile | 43.5 T LPIO |124 395 [3.18 |.532 |7 846
... . . T_USS 124 457 13.68 |.775 |7 .888
IV. Data Flndlngs and Discussion Overall_St| 124 436 |3.52 |.487 |86 .952
4.1 Common Method Variance u_Sat

Common method variance (CMV) is a major challenge these
days. To check and rectify CMV, Podsakoft (2003) and others,
Saxena M et al. (2022) suggested many remedies. In the
present study, data was collected from different parts of India
with students pursuing online courses from Government,
private, and autonomous institutes providing online courses

Cronbach's alpha measures the internal consistencies of each
construct. Table 2 describes all the constructs with values
above 0.7, which prove good to excellent data reliability.

4.2 Regression Analysis

To analyze how factors can predict student satisfaction in the
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e-learning era, an Enter method of regression analysis was
conducted to test and explain the impact of different
independent variables, such as student attitude, teacher e-
readiness, and quality of e-learning, on the dependent
variable of user satisfaction.

According to the central limit theorem, data is normal if it is
more than 30 observations (Field A, 2009; Ghasemi A &
Zahediasl S, 2012); the data has 124 respondents, so it tends
to be normally distributed, assumption for regression
analysis. For examination, the independence of observations
checks the independence of residuals using the Durbin-
Watson test (Pedhazur,1997). Table 3 represents the results of
R; the value for the Durbin-Watson test in the case of student
attitude (SA) is 1.988, teacher e-readiness (TER) is 1.863, and
quality of e-learning (QEL) is 2.224. All the values of this test
are above the threshold value (>1); we assume that in this
study, the residuals are independent; hence, observations are
independent. Further, Variance Inflation Factor (VIF) table
values were calculated to check the multicollinearity among
the different constructs, as all VIF values are less than 5, Table
3 reveals that the study has no multicollinearity issue (Hair et
al.,2020; Schuberth, F, 2021).

Table 3: Result of R

Model | R R Square | Adjusted R | Std. Error of | Durbin-
Square the Estimate | Watson
SA 921°% | .848 .840 195 1.988
TER [.800° | .640 .634 295 1.863
QEL |.938* | .881 .876 172 2.224

a. Predictors: (Constant), (SA=T_LPIO, T_LISE,
T_LATC, T_LAC, T_PU, T_PE), (TER=T_IAIC,
T_IPG),(QEL=T_USS,T_IQ,T_ECET_ECQ,T_TQ)

b. Dependent Variable: Overall_Stu_Sat

4.2.1 Impact of Student Attitude Towards e-learning on
Overall Students Satisfaction

It is evident from the Table above that 84% of the variance of
user satisfaction in e-learning can be predicted by the six
independent constructs of student attitude towards e-
learning (SA) i.e. E-Learner internet self-efficacy (LISE), E-
Learner attitude towards the course (LATC), E-Learner
computer anxiety (LCA), E-Learning course flexibility
(ECF), Perceived ease of use in e-learning (PE), E-Learner
perceived interaction with others in online courses (LPIO),
Perceived Usefulness(PU). However, two constructs, LATC
and LCA, do not significantly correlate with overall user

satisfaction. Moreover, they have a very small and partial
correlation with the dependent construct of user satisfaction
in e-learning. Table 4 shows that items in PE had the largest
and most significant effect on overall user satisfaction, with
B=.385and a p-valueless than 0.01. Followed by Items in PU,
which had the second largest explanation power with
p=.377and P-value is less than 0.000. LPIO and LISE
significantly and positively affect overall user satisfaction in
e-courses. Based on the results of the regression analysis, the
researchers acknowledge a revelation of the key constructs of
SA'simpact on user satisfaction in E-learning.

Table 4: Students Attitude

Model | Unstandar- [Standar-| T | Sig. | Correlations Collinearity
dized dized Statistics
Coeffic-  |Coeffic-
ients ients
B |Std. Beta Zero- |Partial |Part | Toler| VIF
Error| (B) order ance
(Constant) | .986 | .201 4.899| .000
T_LATC|-.016|.030 -.020 |-.544| .588| .196 [-.050 |-.020 |.938 [1.066

T_LAC [.029(.035 | .033 |.829 | .409 | .018 |.076 |.030 |.832|1.201
IT_LISE |.091].026 | .173 |3.446|.001 | .677 |.304 |124|.515 |1.943
T_PU |[.195|.033 | .377 |5.859(.000 | .848 |.476 |211 |.3153.176
T_PE |.203|.037 | .385 |5.508] .000 | .856 |.454 |.199 |.266 |3.757
T_LPIO |.173].036 | .189 |4.856|.000 | .412 |.410 |.175|.864 |1.158

a. Dependent Variable: Overall_Stu_Sat

4.2.2 Impact of Teacher e-readiness on Overall student's
Satisfaction

Table 4 shows a 64% variance in user satisfaction in e-learning.
The regression analysis results gave insight into the main
construct of teacher e-readiness (TER) that impacts user
satisfaction in E-learning. Teacher e-readiness comprises two
independent constructs: Teacher presence and guidance (IPG)
and ability in the internet-based course (IAIC). Table 4 shows
that items IAIC had the largest and most significant effect on
overall student satisfaction, with =529 and a p-valueless than
0.01. On the other hand, teacher presence and guidance (IPG)
has less than IAIC impact but is positive and significant with
f=.296,and a P-valueisless than 0.05.

Table 4: Teachers e-readiness(TER)

Model | Unstandar- [Standar-| T | Sig. | Correlations Collinearity
dized dized Statisti
Coeffic-  |Coeffic- atistics
ients ients
B Std. | Beta Zero-(Partial|Part | Toler| VIF
Error| (B) order ance

(Constant)| 1.774 123
1T IPG |[.168 .062| .296
T_IAIC |.326 .068 | .529

14.459] .000
2.693 | .008 | .756 | .238 |.147|.246 |4.067
4.812 | .000 | .787 | 401 |.262].246 |4.067

a. Dependent Variable: Overall_Stu_Sat
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4.2.3 Impact of Quality of e-learning on Overall student's
Satisfaction

According to Table 3, 88% of the variance of user satisfaction
in e-learning can be predicted by the five independent
constructs of Quality of e-learning (QEL). All the
components of QEL have a positive and significant
relationship with overall User's Satisfaction. Table 5 reveals
that items in the Technology quality in online courses (TQ)
had the largest and most significant effect on overall user
satisfaction, with f=.367 and a p-value less than 0.01. Items
in University support and services in online courses (USS)
had the second largest explanation power with f=.259 and a
P-value of less than 0.000. Based on regression analysis
results, the researchers acknowledge a revelation of the key
constructs of QEL impact on user satisfaction in E-learning.

Table 5: Quality of e-learning
Model

Unstandar- Standar-| T | Sig. | Correlations

Collinearity
dized dized

Statistics

Coeffic-  |Coeffic-

ients ients

B |Std. Beta Zero-|Partial |Part | Toler| VIF
Error| () order ance

(Constant)| .730| .150
T_ECF | .101| .028| .177
1 T_ECQ| .128 | .027| .234
T_TQ |.226| .035| .367
T_IQ 157 .046| .117
T_USS | .163| .032| .259

4.869 | .000
3.593(.000 |.764 | .314 |.114|.416 |2.404
4.71211.000 | .788 | .398 [.150 |.409 |2.447
6.389(.000 | .866 | .507 |.203|.307 |3.258
3.419|.001 | .289 | .300 |.109|.857 [ 1.166
5.065|.000 | .809 | .423 |.161|.387 (2.581

a. Dependent Variable: Overall_Stu_Sat

E-learning continues to reshape the educational landscape,
and understanding student satisfaction becomes paramount,
particularly when considering the interplay of factors such as
students' attitude, teacher e-readiness, and quality of e-
learning. The research deals with four factors and 86
statements. The present paper is a pilot study of a sample of
124 students. In the present study, among the three
independent constructs, the quality of e-learning has the
highest R’ of 0.876, followed by students' attitude (R’=0.840)
and teachers' e-readiness construct (R’=0.643). However,
teachers'e-readiness hasa minimum R’ value.

All e-learning (QEL) quality components positively and
significantly correlate with students' satisfaction. The quality
of e-learning has a clear and organized structure based on the
learning progress, facilitates the easy and fast exchange of
information and knowledge via the internet among students,
enables instant teacher feedback on learning progress, and e-
learning keeps me up-to-date with the outside world.

In the case of Teachers' e-readiness, the construct- teachers'
ability for the e-learning course (IAIC) has a higher beta
value, which indicates the teacher is comfortable, integrates
the right tools in using the e-platforms, and encourages the
students to participate by provoking questions and engaging
the students in a discussion to generate interest. The teacher
also clears the course requirements and expectations from
the course and communicates important due dates and time
frames for the completion of assignments to the students.
However, teachers' e-readiness construct has less impact
than the other two.

In the case of students, attitude is a combination of 6 factors:
LATC, LISE, LCA, PU, PE, and E-Learner perceived
interaction with others in online courses (LPIO). Four
constructs have a significant relationship with student
satisfaction in e-learning and have the highest impact on the
perceived usefulness of e-learning. However, two constructs,
LATC and LCA do not significantly correlate with student
satisfaction. Moreover, LATC and LCA in student attitude
have very little Part and partial correlation, which implies
that these two constructs have a lower impact on students'
attitudes, leading to less impact on student satisfaction, hence
less predictive power to predict student satisfaction of e-
learners. The study was done after CORONA when students
transitioned to technology adoption. In the adopted
standardized questionnaire, the scale had all statements of
students' attitudes reflecting negative attitudes such as “our
online course is challenging,” “complicated,” “creates
psychological stress,” “needs patience,” “nervous,” and “is for
young people” hold insignificance in the present scenario of
technology adoption.

V. Conclusion

This research study delves into the intricate dynamics of
student satisfaction within the realm of e-learning, shedding
light on the crucial influences that stem from students'
perspectives, the preparedness of teachers, and the overall
quality of the e-learning experience. The study aims to
contribute valuable insights to the ongoing discourse on
enhancing student satisfaction in e-learning environments
by exploring identified factors. The exploratory factor
analysis conducted in the survey derived the 4-factor model.
This model is instrumental in elucidating and describing user
satisfaction within an e-learning environment. It also offers
valuable insights for designing and developing syllabi and
course curricula. Additionally, a subsequent regression
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analysis highlighted that learner interaction with peers
significantly and positively influences user satisfaction in e-
learning contexts.

The study further revealed that several factors contribute
positively and significantly to student satisfaction. These
include the presence and guidance of teachers, the flexibility
of e-learning courses, the quality of technology used, its
perceived usefulness, the variety in assessment methods, the
competence of teachers in conducting internet-based
courses, and the support and services provided by the
university for student satisfaction. As the study is a working
paper, it has been found that teachers' e-readiness has a
positive role, meaning that teachers are ready and
comfortable with the e-course delivery. The teachers establish
a course keeping in mind different levels of users. Their
assessments, i.e., assignment submissions, interactive tasks,
chat rooms, quizzes, etc., are also planned at the user level.
Eligible participants included individuals who were enrolled
and completed e-learning courses. Regardless of how
efficient or effective the course may be, the expansion
depends upon the students and their attitude towards using
these e-learning courses for self-development.
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QUANTIFYING THE ASSOCIATION OF INDIA VIX WITH
NIFTY IT AND HEALTHCARE SECTOR:
AN EMPIRICAL STUDY
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Purpose: The current study aims to empirically explore the relationship of India VIX with Nifty IT and Nifty Healthcare indices.

Design/Methodology/Approach: To achieve the study's objective, historical data of the indices have been gathered from the official
website of the National Stock Exchange (NSE). The study has employed daily data of these indices from April 2009 to March 2023.

Findings: The study's empirical findings reveal the negative relationship of India VIX with the returns of both Nifty IT and Nifty
Healthcare indices. Incorporating Vector Autoregressive (VAR) model results and Variance Decomposition Analysis (VDA), the study
has found that the shocks in India VIX have a significant ability to explain Nifty IT and Nifty Healthcare returns. The lead-lag
relationship has also been tested using the Block Exogeneity Wald test and its results show a unidirectional relationship following from
India VIX to returns of both the sectoral indices.

Originality/Value: Prior research has mostly concentrated on establishing the connection between the volatility index and its
underlying index. Therefore, there is a need to study the impact of the volatility index on sectoral indices. This study is the first to examine
India VIX's relationship with information technology and healthcare sector indices. The inverse relationship between India VIX and

stock indices'results makes India VIX a valuable hedging tool for diversifying portfolios and managing investment risk.

Keywords : India VIX, Volatility, Nifty I'T, Nifty Healthcare, Vector Autoregressive Model
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I. Introduction

Volatility estimation and forecasting are important not just in
academia but are also required and employed by
practitioners in the financial and other sectors of the
economy (Pandey, 2005). Researchers and investors alike
have been interested in the Indian financial market as a result
of the country's recent significant volatility. Since volatility
can be defined as the "rate and magnitude of changes in
prices", there is a great deal of interest in examining its
relationship to price movement empirically (Narwal et al.,
2016). Fluctuations are common in financial markets due to
various happenings (good or bad news) in the economy,
which gives birth to risks and uncertainties. Fluctuating
volatility has a substantial influence on the financial market
fluctuations of an economy (Schwert, 1989).

While predicting how volatile the financial markets will be in
the near future, implied volatility is crucial. An index called
the volatility index, more commonly abbreviated as VIX, has
been developed to implement an implied volatility measure.
The Chicago Board Options Exchange (CBOE), presently
known as CBOE Global Markets was the initiator to launch
the volatility index (VIX) in 1993. CBOE did this on the lines
of the seminal work of . This was an innovative instrument for
predicting market volatility in the US market using market-

based methods. The volatility index anticipated future
volatility. S&P 500 Index (SPX) serves as the basis for CBOE
VIX. It captures the market sentiments, whether the market is
causing excitement or fear (Pati et al., 2019). VIX has become
one of the most well-liked indicators among the different
scales used to assess market volatility. The VIX is popularly
known as the “investor fear gauge” as it depicts anticipated
future stock market swings. As the VIX starts to rise, the fear
increases (Whaley, 2000).

The National Stock Exchange of India (NSE) introduced
India VIX (IVIX), the nation's first volatility index, in April
2008. The calculation of the India VIX closely resembles the
CBOE's new VIX computation as it was established based on
the methodology of the CBOE VIX. The India VIX,
popularly known as the "investor fear gauge," quantifies the
anticipated volatility of the Nifty 50 index in real-time. It
gives information about market sentiment and risk aversion
and is determined based on Nifty 50 options prices (Kumar,
2010). Using the best bid-ask prices for NIFTY options
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contracts, India VIX talks about the volatility of the next 30
calendar days. The India VIX is a valuable tool for gauging
market participants' levels of comfort or fear for the near
term.

There has been little research on the linkage of India VIX with
specific sectoral indices, even though it has been significantly
examined in the context of the broader market indices. This
study aims to examine the relationship of the India VIX with
two prominent sectors of the Indian stock market, namely
Nifty IT and Nifty Healthcare. The Nifty Healthcare index
comprises of top companies of India operating in the
healthcare sector and the Nifty IT index includes leading
equities of Indian companies active in the IT industry. These
two sectors have shown significant growth in recent years and
are expected to maintain a more noteworthy position in the
economy of India. Past literature has intended to investigate
the connection between the India VIX and various market
indices. For example, Srinivasan and Vasudevan, (2017)
investigated the India volatility index in relation to the Nifty
50 returns and found asymmetric relations between them.
Moreover, concurrent index returns emerged as a significant
element in figuring out the changes in the India VIX.
Fousekis and Grigoriadis, (2018) intended to examine the
causal relationship between the Volatility Index and the
major stock indices and found that the causality was flowing
from the volatility index to the returns of the stock indices.
However, there is a very limited study on checking the
relation of the India VIX with specific sectoral indices. The
current paper aims to extend this research by exploring the
association of India VIX with two important sectors of the
Indian stock market, namely Nifty IT and Nifty Healthcare.
The research findings will help the investors and traders
better understand the alliance of India VIX with the returns
of these specific sectors so that they can make their
investment decisions appropriately.

The rest of the study has been structured as follows: Section I
of the study deals with the past literature reviewed along with
the research gaps identified. Section II discusses the research
objective, hypotheses, data and research methodology used
to conduct the study. Section III displays the results and
discussion part of the research. Section IV comes up with the
conclusion and policy implications of the study.

II. Review of Literature

India VIX captures the anticipated volatility of the market for
the next 30 calendar days. Investors of ten see the India
Volatility Index (India VIX) as a fear gauge to estimate the

extent of anxiety, stress, and ambiguity in the stock market.
The India VIX has gained significance in recent years as an
evaluation tool for market risk and forecasting of future
market volatility (Kumar, 2012).Dhanaiah et al., (2012)and
Acharyaetal,, (2022) assessed the asymmetric relation of the
India VIX with market returns, expressing how the high
levels of VIX have a negative impact on the returns of the
stock market. Alike findings were attained by, Shaikh and
Padhi, (2013), Mall et al., (2014)and Shaikh and Padhi,
(2015)who evidenced the India VIX as a useful forward-
looking indicator of market sentiments that can be used to
predict the Nifty returns.

In his findings, Ozair, (2014) found that the VIX is a gauge of
market volatility and helps in forecasting the stock market
returns. Toanalyze the association between implied volatility
and stock market returns, Lee and Ryu (2013) proposed a
new VAR approach and came to the conclusion that high
implied volatility causes low returns. Thakolsri et al., (2017)
in their study found an asymmetric relation between the
changes in VIX levels and the return of the underlying index
of the Thai stock exchange. Moreover, the size effect of index
returns was also found to impact the VIX. Chang et al,,
(2016)examined the correlation between the VIX and the
stock index ETF and found a very strong correlation between
both of them. The predicting power of the volatility index was
examined by G.C. and Kothari, (2016), who discovered the
VIX a significant tool in forecasting the market volatility.
Singh, (2016) analyzed the correlation between the US
Financial Stress Index and the VIX and concluded that the
VIX is an accurate indicator of market volatility. The study
also discovered the causality flowing from the US Financial
Stress Index to the India VIX which is found to be increasing
with time. Mishra and Debasish, (2021) found volatility
clustering while assessing the connection of India VIX with
Nifty and Sensex. Moreover, the spillover effect of Nifty and
Sensex was also discovered on the India VIX along with
asymmetries.

A study has particularly analyzed the connection between the
India VIX and sectoral indices like Nifty IT, Nifty Finance,
Nifty Energy, Nifty Healthcare, etc. Nifty IT and Nifty
Healthcare were found to have a significant negative
correlation with the India VIX, according to the research by
Joo and Bhat, (2016) that investigated the linkage between the
volatility index and NSE sectoral indices. Due to their
potential for growth and increasing profitability, investing in
these sectors can be fortunate. According to Wang et al.,
(2020), the healthcare and IT sectors are significantly affected
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by the volatility index's effects on the returns of the CSI300
index because they are more sensitized to the market
fluctuations. Chandra and Thenmozhi, (2015) examined the
relationship of India VIX with the stock market returns and
found that IVIX has a negative impact on the returns of the
stock market. Moreover, they discovered India VIX as the
best modern tool for capturing the volatility present in the
market. Erdogdu and Baykut, (2016) did not find any long-
term relationship among the BIST Banka Endeksi, VIX, and
MOVE indices. Also, granger causality was observed from
VIX to BIST Banka Endeksi. By examining the asymmetric
relationship between the VIX and its underlying asset,
Narwal and Chhabra, (2017) discovered that VIX is a reliable
indicator of market volatility. They found investors and
traders to respond more quickly to the negative or inverse
situation in the market in comparison to the market
generating positive returns. Vergili and Celik, (2023)
assessed the cointegration between the DJSEMUP index and
the Volatility Index (VIX) using the ARDL method. They
discovered a long-term correlation between the two indices
and a causal relationship between VIX and DJSEMUP. They
advised to analyze VIX thoroughly while investing in the
companies listed in DJSEMUP. In line with the above
literature, Oztiirket al., (2021) also examined the relation of
the volatility index with two sub-indices of the Istanbul Stock
Exchange including the sustainability index and corporate
governance index. Long-term, as well as causal relationships
resulting from their study, suggested using the volatility
index as a valuable tool to invest in the companies of
respective sectors.

Most studies have been conducted to check the association
between the volatility index and its underlying index.
Moreover, some studies discuss the relationship between
sectoral indices and the base index of the stock exchange.
However rare studies have been observed checking any
linkage between volatility index and sector-specific indices.
Therefore, this study has used this gap to explore the
association of the volatility index with the IT sector and the
healthcare sector of India.

Research Objective & Hypothesis Formulation

The primary aim of the study is to investigate the relationship
of IVIX with information technology and healthcare indices
of NSE. The objective of the study has been segregated into
the following sub-objectives:

I) To investigate the relationship between India VIX and
Nifty IT index; and

ii) To investigate the relationship between India VIX and
Nifty Healthcare index.

To fulfill above research objectives, the following hypotheses
are formulated:

H,,;: Thereis no relationship between India VIX and Nifty IT
index.

H,,: There is no relationship between India VIX and Nifty
Healthcare index.

ITI. Research Methodology

The present study has investigated the association of India
VIX with two major sectors of the Indian stock market which
are Nifty IT and Nifty Healthcare. The dataset being used in
the study is time series in nature and consists of daily
logarithmic compounding returns of all the respective
indices. The data has been obtained from the NSE official
website. The data has been collected for the period 1 April,
2009 to 31 March, 2023. The data of India VIX is available
from 2009. Therefore, the data has been taken from the
financial year 2009-10 to 2022-23. The daily price series of all
the indices has been transformed into logarithmic
compounding returns and calculated as below in eq. (1), (2)
and (3):

IVIX, °

R(IVIX), = In (m) x 100 (1)

 NiftylT,

R(J\‘ Eftj.’lr): = 1n(m) x 100 (2)
AT , — , NiftyHG
R(ViftyHC), = In( Z22) x 100 )

Where, R represents the return of each variable, IVIX
represents the India Volatility Index, IT represents the
information technology sector and HC represents the
healthcare sector.

Unit Root Test for Stationarity

The study employed both the ADF test and the PP test to
check the stationarity of the variables. The ADF and PP test
statistics have been equated asbelowin eq. (4) and (5):

k

.ﬁXr = a+ ,Et + YXt—l + Z fpi'ﬁXt—l + E¢ (4)
i=1

AX, = a+pX,_ 1+ &, (5)
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Where, X = X variable at time t, AX, = first difference of series
X,, a= constant,  =coefficient of a time trend, y = coefficient
to be estimated, ¢, = parameter of lagged first, k = number of
lagged terms, e= error term or white noise and if p=1, means
thereisaunitroot.

Model Specification

The thrice of return series were found stationary at level.
According to the nature of the data, the Vector Auto
regressive Model (VAR) has been found appropriate to
employ in this study (Shrestha and Bhatta, 2018). VAR is a
widely used model to be applicable on multi variate time
series to check the impact on a variable of its own and other
variables' past lags (G.C. and Kothari, 2016). The VAR model
with lag 1 isrepresented belowin eq. (6):

Yf =a+ SX:_-l + 5}’:_1 + E¢ (6)

Where, X and Y denote stationary variables, § = Coeflicient to
be estimated and € = white noise disturbance.

Two separate VAR models have been computed to check the
individual impact of IVIX on both sectors. The number of
lags has been selected on the basis ofAIC, HQ, FPE and LR
criterion to be regressed in the VAR models. The equations
computed for both the VAR models are as follows:

IIVIX, = InIVIX,_ + InlVIX,_, + InNiftyIT,_, + InNiftyIT,_, + ¢ (7)
InNiftyIT, = IIVIX,_y + InIVIX,_; + InNiftyIT,_; + InNiftyIT_, + ¢ (8)
IIVIX, = InIVIX,_y + InlVIX,_, + InNiftyHC,_y + InNiftyHC,_y + ¢ )
InNiftyHC, = InlVIX._y + InIVIX,_, + InNiftyHC,_, + InNiftyHC._; + ¢ (10)
Where, IVIX represents the India Volatility Index, IT

represents the information technology sector, HC represents
the healthcare sector and c is used for constant.

Inverse Roots of Computed VAR Model

This study also employs the inverse roots of the AR characteristic
polynomial to check the firmness of the framed VAR models.

Inverse Roots of AR Characteristic Polynomial
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Fig 1. Inverse Roots of VAR I Fig 2. Inverse roots of VAR II

Both Figure 1 and Figure 2 demonstrate that there is no unit
root outside the circle which ensures the stability of the
computed VAR Models. Hence, the study has been carried
out using the VAR approach.

IV. Data Findings and Discussion

Unit Root Test

Table 1reports the results of unit root testing for both the
ADF and PP tests. The results of both tests demonstrate that
the return series of all three variables are found statistically
significant at level i.e. 1(0). So, the null hypothesis (H,,) of
having a unit root in the level series is rejected for all the
variables.

Table 1: Results of Unit Root Tests

Variable ADF Test PP Test Integration
Name t-stat Adj. t-stat Order

-59.61752 -59.76582

InIVIX 1(0)
(0.0000)* (0.0000)*
-59.17838 -59.17792

InNiftyI T 1(0)
(0.0000)* (0.0000)*
-56.43609 -56.48402

InNiftyHC 1(0)
(0.0000)* (0.0000)*

Notes: * indicates significant P-values at 1% levels.

Source: Author's Computation

Due to the variables’ homogeneous nature of integration
which is I(0), the unit root test findings support the adoption
of the Vector Auto-Regressive (VAR) model (Shrestha and
Bhatta, 2018).

Results of VAR Models

This study exerts bivariate VAR models to examine the
association of India VIX with the Nifty IT sector and the Nifty
Healthcare sector. Table 2 illustrates the results of both VAR
models. In VAR I results, IVIX doesn't get impacted by its
own lags while it is getting significantly affected by the second
lag of Nifty IT. But IVIX strongly helps in predicting Nifty IT
returns as the latter is seen getting affected highly significant
with second lag of the former. Moreover, Nifty IT is also
affected negatively with its own past lag.
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Table 2: Results of VAR Models

VARI VAR II
InIVIX InNiftyIT InIVIX InNiftyHC
InIVIX(-1) -0.010919 -0.000412 InIVIX(-1) -0.008777 -0.007196
(0.01794) (0.00486) (0.01817) (0.00394)
[-0.60857] (-0.08481] [-0.48311] (-1.82539]
0.5428 0.9324 0.6290 0.0680***
InIVIX(-2) -0.028100 -0.012970 InIVIX(-2) -0.032765 -0.008807
(0.01794) (0.00486) (0.01817) (0.00394)
[-1.56612] [-2.66684] [-1.80329] (-2.23381]
0.1174 0.0077* 0.0714*+* 0.0255**
InNiftyIT(-1) 0.030213 -0.004247 InNiftyHC(-1) 0.061083 0.030226
(0.06624) (0.01795) (0.08374) (0.01817)
[ 0.45608] [-0.23654] [ 0.72943] [ 1.66336]
0.6483 0.8130 0.4658 0.0963***
InNiftyIT(-2) 0.117831 -0.035696 InNiftyHC(-2) 0.066089 0.004417
(0.06612) (0.01792) (0.08361) (0.01814)
[ 1.78211] [-1.99184] [ 0.79044] [ 0.24347]
0.0748*** 0.0464** 0.4293 0.8076
C -0.000447 0.000728 C -0.000412 0.000514
(0.00088) (0.00024) (0.00088) (0.00019)
[-0.50880] [ 3.05432] [-0.46854] [ 2.69484]
0.6109 0.0023* 0.6394 0.0071*
Notes: * and ** indicate significant P-values at 1% and 5% levels.

Source: Author's Computation

The results of VAR II illustrate that IVIX is negatively impacted by its own past second lag, but Nifty HC does not create any
significant impact on IVIX. Nifty HC is getting negatively affected by the past lags of IVIX as represented by significant p-
values. Moreover, Nifty HC itselfis getting interpreted by its own lagged value.

Variance Decomposition Analysis

Table 3 reports the results of VDA considering VAR I. The results reflect that when a shock hits Nifty IT, it doesn't affect the
forecast error variations in the IVIX in one day. However, the contribution of Nifty IT increases to 0.10% approximately over 5
days. On the other hand, when a shock hits IVIX, then that contributes approximately 10.8% (average) in forecasting error
variations of Nifty IT returns.

Table 3: VAR I Variance Decompositions

VARI
Period Lags InIVIX InNiftyIT

S.E. InIVIX InNiftyIT S.E. InIVIX InNiftyIT
1 0.051659 100.0000 0.000000 0.014002 10.71180 89.28820
2 0.051666 99.99401 0.005986 0.014002 10.71163 89.28837
3 0.051727 99.90390 0.096100 0.014019 10.81585 89.18415
4 0.051727 99.90381 0.096190 0.014019 10.81592 89.18408
5 0.051727 99.90345 0.096555 0.014019 10.81678 89.18322

Source: Author's Computation
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Opverall, italso means that although IVIXis helpful in predicting Nifty I'T returns but it is strongly predicted by itself too.

Table 4 illustrates the results of VDA considering VAR II. Similar to VAR I, in the lag of one day, the shocks subjected to Nifty
HC don't affect the forecast error variations of IVIX. Later on, the contribution of Nifty HC increases to 0.03% approximately
over 5 days. On the other side, a shock subjected to IVIX contributed 12.9% approximately in forecasting error variations of
Nifty HC returns. Moreover, the contribution of IVIX increases to 13.2% approximately over 5lagged days.

Table 4: VAR II Variance Decompositions

VARII
Period Lags InIVIX InNiftyHC
S.E. InIVIX InNiftyHC S.E. InIVIX InNiftyHC
1 0.051676 100.0000 0.000000 0.011213 12.90563 87.09437
2 0.051684 99.98470 0.015296 0.011229 13.06371 86.93629
3 0.051727 99.96614 0.033863 0.011239 13.22387 86.77613
4 0.051727 99.96614 0.033864 0.011239 13.22387 86.77613
5 0.051727 99.96612 0.033879 0.011239 13.22403 86.77597

Source: Author's Computation

In theline of VAR I results, despite IVIX being helpful in predicting Nifty HC returns; it is strongly predicted by itself too.
Block Exogeneity Wald Test (VAR Granger Causality Test)

Based on specified VAR models, Table 5 reports the Block Exogeneity Wald Test results. The unidirectional relationships
following from IVIX to NiftyIT and IVIX to Nifty HC are found in the results.

Table 5: Results of Block Exogeneity Wald Test

VARI
Dependent variable: InIVIX
Excluded Chi-sq dof Probability
InNiftyIT 3.383201 2 0.1842
All 3.383201 2 0.1842
Dependent variable: InNiftyIT
Excluded Chi-sq dof Probability
InIVIX 6.816093 2 0.0285**
All 6.816093 2 0.0285**
VARII
Dependent variable: InIVIX
Excluded Chi-sq dof Probability
InNiftyHC 1.203383 2 0.5479
All 1.203383 2 0.5479
Dependent variable: InNiftyHC
Excluded Chi-sq dof Probability
InIVIX 8.174365 2 0.0168**
All 8.174365 2 0.0168**
Notes: * and ** indicate significant P-values at 1% and 5% levels.

Source: Author's Computation
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As indicated by the significant p-values, the returns of India
volatility index i.e. IVIX granger cause the returns of Nifty IT
and Nifty HC. On the other hand, the returns of IVIX don't
get granger caused by the returns of the sectors i.e. Nifty IT
and Nifty HC. In other words, the returns of Nifty IT and
Nifty HC don't granger cause the returns of IVIX. These
results are in line with similar studies that checked the
relationship between the VIX and the returns of its
underlying asset conducted by G.C. and Kothari, (2016)
andiskenderogluand Akdag, (2020).

V. Conclusion

The current study aims to investigate the linkage of India VIX
with Nifty IT and Nifty Healthcare indices. The results of the
study report a statistically significant impact of India VIX on
the returns of Nifty IT and Nifty Healthcare sectors. The
study has been conducted using the VAR approach. The
findings show that IVIX is very helpful in predicting the
returns of both Nifty IT and Nifty Healthcare. Further, the
lead-lag relationship has been tested usingBlock Exogeneity
Wald Tests. The results of this test display the usefulness of
IVIX in forecasting Nifty IT and Nifty Healthcare returns. A
unidirectional causal relationship has been observed
following from IVIX to Nifty IT and IVIX to NiftyHC.Thus,
both the null hypotheses of the study are rejected as
significant relations have been found between the said
variables. The research study unveils the India VIX as a
source of opportunity to earn good returns from Nifty I'T and
Nifty Healthcare stocks. In conclusion, India VIX has
emerged as a hedging tool to invest or trade in stocks of IT
and healthcare sectors.The literature suggests that the India
VIXis asignificant tool for risk management and hedging for
portfolio managers, policymakers and traders in the stock
market. The present study is helpful in making sector-
specificinvestments as well as trading strategies, particularly
for the IT and healthcare sectors. Portfolio managers can
hedge their portfolio by including the above sector stocks
selected on the basis of India VIX. Moreover, the study can be
extended by including some macroeconomic indicators to
check their impact on sectoral indices in comparison to India
VIX.
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Jagannath International Management School
Vasant Kunj, New Delhi

presents

Radio JIMS Vasant Kunj 90.4 MHz
Voice of The Voiceless

Jagan Institute of Management Studies
Rohini, Delhi

Presents

JIMS Rohini Community Radio 96.9 MHz

This radio is being run by the students and is providing an opportunity to develop programmes for community broadcast. The radio
station is used by the college as laboratory for training students specializing in radio broadcast and they work in close coordination
with community representatives and leaders. At present the radio broadcasts daily for eight hours with original programme of four
hours in morning which is repeated in the afternoon. The students are encouraged to explore the needs of the society, thereafter,
they conceive, design and broadcast their own programmes in a real life environment.
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Nurturing Re-defining Setting new
talent excellence standards...

JIMS creating the future!

Jagan Nath Gupta Memorial Educational Society was established in 1993 to develop & train the next generation of professionals who would
contribute towards the economic and social development of our country. The delivery standards, thus have been ensured to provide an inspiring
learning environment which helps in transforming learning minds into result oriented professionals.

Commitmentto the cause of education
An infrastructure of around 10,00,000 sq. feet spread over 9 State-of-the-Art campuses, cutting-edge The distinct Edge

technology, professional guidance, practical training, international placements, ever evolving curriculum, « First Institute among private sector institutes to have been granted a
choice of the best available professional courses... that's not all, the thrust is on the realization of your license for FM Community Radio in Delhi « Hotel Management course
highest aspirations. ranked 2" in Delhi as per GHRDC survey for CSR 2009 * International
Enviable Infrastructure Partnerships: Collaboration between Cologne University of Applied

) . ) . . Sciences, Germany (CUAS) and JIMS for academics, faculty and
All campuses are hi-tech, wi-fi enabled with state-of-the-art laboratories, Labs, well-stocked along with student exchange p¥o;(jramm)es. « Workshops are conducted everz year

complete recreational facilities. The classrooms are equipped with multimedia and audio-visual equipments in collaboration with PHDCCI and KAF, Germany for executives of SMEs
to facilitate effective learning and are designed to promote maximum interaction between the faculty and the to develop their awareness, knowledge and skills in areas of Personality

students. Development, Team Building, Total Quality Management, Retail,
Guru Mantra Banking and Insurance, Project Management etc. < International

One of our biggest strengths is our faculty members, who have distinguished academic achievements to their credit ﬁ::::::i':’i: IV‘I':II:Itial:artFllflllzai(ll‘;;llF) ml\s?:r?el;:asvelt;oﬁen‘:,g::k BI;I?III(J’
and are actively involved in teaching, training, research, consultancy and a big pool of expert guest faculty, (UK), UK Trade & E!onomic PoIi(; Division an dp Auslralian'Tra de
comprising specialists from industry, government and research institutions for ensuring a new edge to corporate Com;11ission v

learning and striking a balance between theory and practice. :

Academic Programmes”*

The academic programmes are specifically designed keeping in mind the current Indian economic scenario and the requisite corporate needs that expose the students to concepts, techniques
and decision-making tools through an interactive learning process.

The courses are offered at various post graduate and under graduate levels at various campuses according to the needs of the aspirant at large:

Information Technology Journalism (Mass Comm.)
Art & Design Architecture

Great Corporate Exposure

An excellent learning environment is ensured at all times to display superior leadership qualities along with a value driven
mindset and sharp intellectual acumen by way of constant interaction with industry professionals through summer
internships, industry visits, guest lectures, seminars, mock interviews, pre-placement talks, campus interviews.

Mentoring and Personal Enhancement

To prepare and equip students with requisite skills to face the corporate world, Personality Development sessions are
organised to help build self-awareness and develop a positive attitude amongst students to cope with time and stress issues.

For further information contact:

Delhi: ROHINI 45184100 www.jimsindia.org KALKAJI 40619200 www.jagannath.org VASANT KUNJ 40619300 www.jimsd.org LAJPAT NAGAR 49219191 www.jimssouthdelhi.com
Rajasthan: JAIPUR 0141-4071551/52/52/52 www.jimsjaipur.org SITAPURA 0141-4071500/555 www.jnit.org Uttar Pradesh: GREATER NOIDA 0120-3819700 www.jimsgn.org
Haryana: BAHADURGARH 0127-699700-715 www.jagannathuniversityncr.ac.in

Engineering

Hotel Management

Law

*Select programmes offered at select campuses
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