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Q. 1. Attempt any four parts :-                                                                      (3 x 4 =12) 

(a) Solve the recurrence relation by iteration T(n) = T(n-1) + n
4
 . 

(b) Show that the solution of T(n) = T(┌ n/2┐) + 1 is 0(log n). 

(c) Apply quick sort algorithm on the following list 10, 2, 12, 7, 4, 6, 9, 5, 1, 3, 

11, 0. 

(d) Show that the merge sort algorithm follows divide and conquer paradigm. 

(e) Write an algorithm for linear search and find its complexity. 

(f) What is stable algorithm? 

 

Q. 2. Attempt any three parts:-                                                                      (4 x 3 =12) 

(a) Find the longest common subsequence of 

Author-affil refers to the affiliation of author 

X = <A, B, C, D, A, B> 

Y = <B, D, C, A, B, A> 

 

(b) Construct the Huffman codes for first eight Fibonacci number. 

 

(c) Compare dynamic programming and divide and conquer paradigm. 

 

(d) Let n = 5, (P1, P2,………., P5) = (20, 15, 10, 5, 1) and (d1-d5) = (2, 2, 1, 3, 3). 

Find the optimal schedule. 

 

(e) Write three operations and their implementation on disjoint sets. 

 

(f) What is optimal binary search tree? 

 

Q. 3.   Attempt any two parts :-                                                                   (6 x 2 =12) 

(a) Suppose the dimensions of matrices A, B, C, D are 20 x 2, 2 x 15, 15 x 40 

and 40 x 4 respectively. What will be the optimum number of scalar 

multiplications?  

 

(b) Write Dijkstra algorithm to solve single source shortest path problem and 

analyze its time-complexity. 

 

(c) How the Bellman-ford algorithm is used to detect the presence of negative 

edge cycle in the given graph? 
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Note: Attempt all question as directed. All questions have internal choice. 



Q. 4.  Attempt any two parts :-                                                                      (6 x 2 =12) 

(a) Write PRIM’s algorithm for finding out minimum spanning tree and derive 

its complexity. 

 

(b) Use Floyd –Warshall’s algorithm to find the shortest path between all pair of 

vertices in the graph? 

 
 

 

                                           3                          4 

 

 

 

                                    8 

 

 

 

 

 

(c) Give the Knuth-Morris-Pratt algorithm for pattern matching. Discuss its 

performance and failure functions. 

 

Q. 5. Attempt any two parts :-                                                                       (6 x 2 =12) 

(a) Discuss the Strassen’s algorithm for matrix manipulation. Show that two n x 

n matrices can be in θ (nlog7
2 ) time.. 

 

(b) Prove that satisfiability of Boolean formula in 3-conjunctive normal form (3-

CNF) is NP-Complete. 

 

(c) Analyze the time complexity of Rabin-Karp algorithm. 
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Q. 1. (a) Given three functions (n!, n
n
 and 2

2n
), which has the largest growth rate and 

which the smallest?               (2) 

(b) Is merge sort a stable sorting algorithm? Justify your answer.         (2) 

(c) What is the similarity and difference of dynamic programming and divide-

and-conquer?                                                                                                     (2) 

(d) Will either Kruskal’s or Prim’s algorithm work correctly on graphs that 

have negative edge weights?                                                                             (1) 

(e) When a problem is said to be polynomially reducible?                               (1) 

(f) What is an optimal binary search tree?                                                         (1) 

(g) What is a Huffman tree?                                                                           (1.5) 

(h) What are the time complexities of Quick Sort?                                        (1.5) 

 

Q. 2. (a) Explain the various asymptotic notations used to analyze an algorithm.    (5) 

 

(b) Solve the recurrence relation for the no. of key comparisons made by merge 

sort in the worst case. (You may assume that n =2
k
).                                        (4) 

 

(c) Define Master Theorem.                                                                              (3) 

 

Q. 3. (a) Design a H (n
2
 ) algorithm for finding an optimal binary search tree.         (6) 

 

(b) Consider the problem of scheduling n jobs of known duration’s t1, t2, …… .. 

tn for execution by a single processor. The jobs can be executed in any order, 

one job at a time. You want to find a schedule that minimizes the total time 

spent by all the jobs in the system. Design a Greedy algorithm for this problem. 

(The time spent by one job is the sum of waiting time and execution time).    (6) 

 

Q. 4. (a) Apply Kruskal’s algorithm to find a minimum spanning tree of the 

following graph.                                                                                                 (5) 
                                                                    1 

 

                                                5 

                                                                   3               4                        6 

                                                                  
 

                                                      6                         2  

 

 (b) Prove the correctness of Kruskal’s algorithm.           (5) 

 (c) Define disjoint subsets.              (2) 
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Q. 5. (a) Give an O (V+E)-time algorithm to compute the component graph of a 

directed graph G = (V, E). Make sure that there is at most one edge between 

two vertices in the component graph your algorithm produces.                        (6) 

 

(b) Let Ax ≤ b be a system of m difference constraints in n unknowns. Show 

that the Bellman-Ford algorithm, when run on the corresponding constraints 

graph, maximizes Σ xi subject to Ax ≤ b and xi ≤ 0 for all xi                       (6)  

                            i =1 

 

Q. 6. (a) Explain Rabin-Karp algorithm for string matching. What is its worst case 

running time?                                                                                                     (6) 

 

(b) What do you mean by string-matching automata? Write a pseudo code to 

compute the transaction function δ from a given pattern P [1…..m].               (6) 

 

Q. 7. (a) Show that the class P, viewed as a set of languages, is closed under union, 

intersection, concatenation, complement.                                                         (6) 

 

(b) A clique in an undirected graph G= (V, E) is a subset V’CV of vertices, each 

pair of which is connected by an edge in E. The size of a clique is the no. of vertices it 

contains. The clique problem is the optimization problem of finding a clique of 

maximum size in a graph. Prove that the clique problem is NP-complete.         (6) 

 

Q. 8. Write notes on following:-            (12) 

(i) Strassen’s algorithm for Matrix Multiplication 

(ii) The Knuth-Morris-pratt algorithm. 

(iii) Strongly connected components. 
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Q. 1. (a) Define Heap and explain heap sort algorithm.                                            (7) 

(b) Prove that time complexity of heap rest algorithms is O (n lg n).               (5) 

 

Q. 2. (a) How disjoint sets are represented any using linked list? Give algorithms for 

union and find operation on disjoint sets represented using linked list and 

weighted union heuristic.              (8) 

 

(b) Prove that sequence of m Makeset, union and find operations, n of which 

are makeset operations, takes O(m + n lg n) time, when disjoint sets are 

represented using linked list and weighted union heuristics.                            (4) 

 

Q. 3. (a) Discuss Prim’s algorithm for finding minimum cost spanning tree of a 

graph.                                                                                                                 (7) 

 

(b) Using Prim’s algorithm find minimum cost spanning tree for following 

graph.               (5) 

 
                    b         2                  d         2                   f 

                      
     2                                                 4                       3                     1 

                          a                        3           2                                                                   h 
                                                                    2 
     1                                                                                                      2 

                                       1                                 1 
                                                           

                      c                               e                              g 

 

 

Q. 4. (a) Explain algorithm for depth first search of a graph.          (6) 

 

(b) Using DFS give algorithm for finding strongly connected components of a 

graph and prove its correctness.             (6) 

 

Q. 5. (a) Define P, NP and NP complete clan of problems.                                (6) 

 

      (b) Prove vertex cover problem is NP-complete.           (6) 

 

Q. 6. (a) Discuss finite automata based string matching algorithm.                           (6) 
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(b) Construct string matching automation for the pattern           (6) 

P= aabab and illustrate its operation on string 

T= aaababaabaababaab 

 

Q. 7.  (a) Define transitive closure and give algorithm for finding transitive closure of    

a graph.                (6) 

 

 (b) Explain radix sort algorithm.                        (6) 

 

Q. 8. Write short notes on           (12) 

(a) Hash functions & Hashing Techniques 

(b)Graph coloring problem. 
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Q. 1. (a) Let f(n) and g(n) be asymptotically non-negative functions. Using the basic 

definition of Θ notation, prove that max (f(n), g(n)) = Θ (f(n) + g(n)).           (4) 

 

(b) Show that for any real constants a and b, where b> 0, (n + a)
b
 = Θ (n

 b
). 

                                                                                                                          (4) 

(c) Explain why the statement, “the running time of algorithm A is at least  

O(n
2
), “ is meaningless.                                                                                    (4) 

 

Q. 2. (a) What do you understand by the term “Stability of a sorting algorithm”. Use 

induction to prove that radix sort works. Where does your proof need the 

assumption that the intermediate sort is stable?                                               (7) 

  

(b) Show how to sort n integers in the range 0 - n
2
 in O(n) time.                    (5) 

 

Q. 3. (a) Demonstrate the insertion of the keys 5, 28, 19, 15, 20, 33, 12, 17, 10 into a 

hash table with collisions resolved by chaining. Let the table have 9 slots, and 

let the hash function be h(k) = k mod 9.                                                           (6) 

 

(b) Prove that in a hash table with collision resolution by chaining, an 

unsuccessful search takes expected time Θ (1 + α), where α is the load factor. 

                                                                                                                                                    (6) 
Q. 4. (a) As a function of the minimum degree t, what is the maximum number of 

keys that can be stored in a B –tree of height h?                                              (6) 

 

(b) If FIND-SET (x) returns a pointer to the representative of the (unique) set 

containing the element x. Prove that the amortized cost of each FIND-SET 

operation is O (α (n)).                                                                                       (6) 

 

Q. 5. Give the Bellman Ford algorithm and prove its correctness.                         (12) 

   

Q. 6. (a) The Dijkstra’s algorithm does not work for negative weight path. Why?  (4) 

 

(b) Establish that five colors are sufficient to color any simple connected planer 

graph.                                                                                                               (8) 

 

Q. 7. Describe a finite automation based string matching algorithm. Explain its 

working with an example.                                                                             (12) 
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Q. 8. Write short notes on any two :-           (12) 

(a) P, NP, NP Complete class of problems 

(b) Random number generation and test for randomness 

(c) Transitive closure of relations and associative algorithms. 
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Q. 1. (a) Solve the recurrence relations            (6) 

 
                              

                                                     2                   if    n = 2 

Tn =    

                             2T (n/2) + n     if   2k, 2>1 

 

 

(b) Prove that                                                                                                     (6) 

   Log (n!) = θ (n log n) 

  and  

                                 n!=θ(nn
)                                                                                    

 

Q. 2. (a) Define the tree data structure. Write an algorithm to find the height of a 

binary tree. Analyze the time complexity of your algorithm.                           (6) 

  

(b) Write an algorithm to calculate the number of descendants of each vertex in 

a tree. Analyze the time and space complexity of algorithm.                            (6) 

 

Q. 3. (a) Consider a rectangular array (of numbers). Sort the elements in each row 

into increasing order. Next sort the elements in each column into increasing 

order. Prove that the elements in each row remain sorted in your algorithm.    

     (10) 

(b) What is meant by the phrase “a stable sorting algorithm”?                         (2)         

 

Q. 4. Write the algorithm to take the union of two disjoint sets. Explain the data 

structure used by your algorithm. Provide an example explaining your 

algorithm and discuss whether for your algorithm “n-1” UNION operations can 

be executed in O ( n log n) steps”.                                                                   (12) 

 

Q. 5. (a) Define the following terms .                                                                        (4) 

(i) Bi-connectivity 

(ii) Strong connectivity 

 

(b) State the Diskstra’s algorithm for single-source shortest path finding. 

Explain its working with an example.                                                               (8) 

 Paper Code: MCA 209                                   Subject: Design and Analysis of Algorithm 

Note: Attempt any five questions.  



Q. 6. (a) Explain the linear congruential method of pseudo-random number 

generations. What are the recommended constant (of the rule) relationship that 

provide the longest non-repeating sequence.                                                    (6) 

 

(b) With an example explain why the worst case behavior of quick sort is O(n
2
). 

                                                                                                                           (6) 

Q. 7. (a) Design a finite automation that recognizes the regular expression              (6) 

(a + b) * aba 

 

(b) Explain the Rakin - karp pattern/string matching algorithm. What is its 

worst case running time?              (6) 

 

Q. 8. Write short notes on any two :-           (12) 

(a) Importance of NP complete problems 

(b) Radix sort 

(c) Binary search Tree 

(d) Non-deterministic Turing machines. 
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Q. 1. (a) Define big ‘O’ notation. Determine the order of following function giving 

reasons:                                                                                                              (5) 

(i) 2n + 2   (ii) 6  *  2
n
  +  n

2
 

 

(b) Write short notes on hashing.                                                                       (5) 

(c) Show that complement of a regular set is a regular set.                               (4) 

(d) Prove by mathematical induction that 8
n
 - 3

n
 is a multiple of 5.                 (4) 

(e) Find the general solution of the following recurrence relation:                   (4) 

  T(K) – 3T (K-1) – 4T (K-2)  = 4
k
 

(f) What is Graph? Describe some methods of representation of Graph.          (4) 

 

Q. 2. Define binary search tree with suitable example. Write an algorithm to search a 

binary tree T for an identifier X. What is the computing time of this algorithm? 

                                                                                                                         (11) 

Q. 3. (a) Explain Heap Sort Algorithm.                                                                     (6) 

(b) Sort the following data using Heap Sort                                                      (5) 

 88, 12, 91, 23, 10, 36, 45, 55, 15, 39, 81, 97, 61 

 

Q. 4. (a) Give an efficient algorithm for disjoint set Union. Find problem using tree 

structure.                                                                                                            (7) 

 

(b) Find the time complexity of algorithm of part (a).                                      (4) 

   

Q. 5. (a) Explain Kruskal’s algorithm for finding Minimum Cost Spanning Tree in a 

Graph.                                                                                                               (7) 

 

(b) Using algorithm of part (a) find minimum cost spanning tree of the 

following graph.                                                                                                (4) 
                                                                                                                

                                                                         20 

 

                                    23                        1                                   4                 15 

 

                                                       36                                            9 

  

                                                           25                                  16                                    

                                 28                                                                                    3 

                                                                         

                                                                              17 
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V5 V4 

V7 V6 V3 



 

Q. 6. (a) Draw the finite automata for the regular expression ab*+c                         (6) 

 

(b) Prove the theorem that if L is a regular set then L is accepted by a DFA.  (5) 

 

                                                                                                                              

Q. 7. (a) Define Non deterministic Turing Machine and NP complete problems.     (5) 

 

(b) Define vertex cover problem and prove that it is NP complete.                  (6) 
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